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“Any sufficiently advanced technology is indistinguishable from magic.”
Arthur C. Clarke

Multimedia computing has produced a revolution. We shop, study, research, play, and communicate differently
because of it. Like other advanced technologies, multimediais, as Clarke would say, magical.

How else should we describe a little box that gets smaller but more powerful each year, and that pours forth an endless
stream of words and sounds of pictures and movies? The multimedia computer captures all manner of worldly
experience and even presents us with worlds of its own.

As dramatic as the impact of multimedia has been, its story is far from finished. We have good reason to anticipate
ever more powerful multimedia systems. Multimedia is not only advanced; it is advancing. The revolution will
continue.

Revolutions displace traditional beliefs and practices. They also create entirely newactivities and products. The
Industrial Revolution displaced traditional craftsmanship; goods that had been produced by hand in small shops were
now made in factories by machines. It also produced new materials and products—steel, plastic, automobiles, and
airplanes—that radically changed the ways in which people conducted theirlives. The multimedia revolutionis also
displacing tradition and ushering in new products and activities. In this chapter we explore the nature of
contemporary multimedia as well as the innovations of the pioneers whose visions shaped its evolution.

After completing this chapter, youshould understand:

B The defining elements of modern multimedia, including its different forms
= Noninteractive

m Interactive

= Basic

= Hypermedia

= Adaptive

= Immersive

B Key contributions to the development of multimedia by
m Vannevar Bush

m Alan Turing

= Douglas Engelbart

m Theodore Nelson

m Alan Kay

= SteveJobs

= Tim Berners-Lee

B Thenature and potential of modern multimedia

1.1 Multimedia Defined

Contemporary multimedia is defined as the development, integration, and delivery of any combination of text,
graphics, animation, sound, or video through a digital processing device.



The key phrase in this definitionis “digital processing device.” It was the digital computer and its many variants such
as tablets, smartphones, and PDAs that transformed tradition and produced “new media.” The computer displaced
traditional techniques for creating and editing all forms of media. Word processing displaced the typewriter, the CD
transformed sound and music production, and digital cameras and editing software have replaced film and the
darkroom. The reason for this transformation is simple: computers can now create media that rival the quality of
traditional products and they can do so more efficiently and more economically. Analog media, like traditional
craftsmanship, will continue to exist, but their dominance in the marketplace isat an end. Media professionals are
building their careers with digital technology.

The term computerderives fromthe human calculators who performed complex mathematical operations before these
functions were completely automated. For many years, most people thought computers would only be used for

calculation and sorting data.

The multimedia revolutionis not just about performing traditional tasks in new ways. Itis also about creating new
approachesto communication, commerce, education, and entertainment. Cell phones become text messengers,
cameras, and video displays. E-commerce gives shoppers instant access to countless products and services complete
with pictures, demos, reviews, and price comparisons. Classrooms lose their walls as digital media—graphics,
animation, sound, and video—stream through electronic networks. New forms of entertainment, such as podcasts,
video games, online poker tournaments, and interactive film, have transformed that industry as well. In these cases,
and in many more, digital multimedia is changing the world by making it possible for users to interact with
informationin new ways.

So important are these new forms of interactivity that multimedia applications are often differentiated based on the
degree and quality of interaction they support. Some applications are designed to allow little or no interactivity; others
encourage as much interaction as possible.

In noninteractive multimedia, the user has no control over the flowof information. The developer establishes a
sequence of media elements and determines the manner in which they will be presented. An informationkiosk at a
museum might regularly repeat a series of slides describing the day’s events. Such applications are often a simple and
effective way to drawattention to announcements, products, or services without requiring any action of the part of the
viewer. Digitally animated films, such as Toy Story or Shrek, are much more sophisticated and are engaging examples
of noninteractive multimedia. The greatest promise and power of multimedia, however, liesin its ability to transform
passive recipients of informationinto active agents.

In interactive multimedia, users are able to control the flow of information. There are several types of interactive
multimedia. The first provides basic interactivity. Basic interactionsinclude menu selections, buttonsto advance
screens, VCR-like controls, clickable objects, links, and text boxes for questions or responses. Hypermediaisa more
advanced form of interactive media in which the developer provides a structure of related information and the means
for a user to accessthat information. An online anatomy tutorial, for example, organizes information based on
physiological relationships and may enhance a user’s understanding through hyperlinks to related text, drawings,
animations, or video.

Still more advanced forms of interactive multimedia adapt the presentation of information to the needs or interests of
users. Such applications range fromrelatively simple merchandizing programs that offer suggestions for purchases
based on past interactions to advanced tutorials that adjust lessons based on student performance. These applications
embody aspects of intelligence and decision making and are described as adaptive multimedia or intellimedia.
The range of these forms of multimedia is likely to expand significantly with continued development in another major
area of computer research—artificial intelligence.

Another powerful form of multimedia interactivity isfound in advanced simulations and games that create their

own virtual reality. Virtual realities are not simply responsive to users; they are immersive. Animmersive
multimedia application draws its users into an alternate world, engaging them intellectually, emotionally, and even
viscerally. Advanced flight simulators so thoroughly immerse pilotsin a world of virtual flight that they routinely serve
as substitutes for training in actual aircraft. Video games can draw players into other worlds for hours or evendayson
end.

Multimedia will continue to shape our world, and each of us can benefit from knowing more about what it is, where it
came from, how it works, and where it is likely to go. Individual involvement in the creation of multimedia will vary
widely. For some, multimedia production may mean little more than attaching photos to email. Others will create
presentations or build their own websites. Yet others will become specialists in one of the many areas of professional
multimedia development. All will find that advancing digital technology continually puts more power in their hands —
power to shape media to their own purposes.

Using this power effectively requires an understanding of the basic concepts that underlie multimedia hardware and
software. It also requires a basic knowledge of the practices and principles of a wide range of media. Multimedia is,



firstand foremost, interdisciplinary. By definition, it draws on the multiple traditions, talents, and perspectives of text,
graphics, sound, video, and animation. T o use these varied resources effectively, multimedia developers need an
awareness of the traditions and best practices of each. In chapters to come, we will explore each of these topics.

Taking advantage of the power of multimedia also means looking to the future and actively considering the new
possibilities of digital technology. Totry to envision the future, it helps to revisit the visionaries of the past. These were
the pioneering theorists who glimpsed the promise of multimedia long before there were multimedia computers. Their
stories will help us understand the reasons for many of the features of multimedia computers—hyperlinks, mice,
windows, graphical user interfaces—and also the reasons to expect more innovationsin the future.

1.2 Origins of Multimedia

In a sense, multimedia can be traced to the beginnings of civilization. Early humans had a clear appreciation of the
value of reinforcing their messages with different kinds of sensations. Cave paintings at Lascaux in southern France
were given an air of mystery through the psychological and sensory effects of the passageways—deep, dark, andcold—
that led the visitor away from an ordinary world to an otherworldly realm (Packer and Jordan 2001, xx—xxi).

Early theatrical performances greatly extended thisinterest in multisensory experience. Ancient Greek actors
performed to the accompaniment of music and the chanting and singing of a chorus. Elaborately painted stage
scenery, apparently with convincing three-dimensional effects, and stage props (furniture, weapons, even chariots)
formed a backdrop for performances. The Greeks also made use of various machines to heighten the intensity of the
dramatic performance. One (the keraunoskopeion) simulated lightening; another (the bronteion) produced the
rumble of thunder.

Multimedia further evolved as new technologies arose to represent various forms of sensory experience. By the early
20th century, it was possible to add sound to previously silent films, and movies became multimedia. As new
capabilities were added later in the century (including color, stereo, and surround sound), and as filmmakers learned
to exploit the potential of their tools (close-ups, fades, flashbacks, cut-aways, and special effects), the movie developed
a formidable expressive power.

By the mid-1900s, the pace of technological development increased dramatically. A very different kind of machine
emerged, and a few individuals began to glimpse the possibility of using it to dramatically extend the scope of
multimedia.

Vannevar Bush and the Memex Machines

Few men were as well poised as Vannevar Bush (1890—-1974) to understand the revolutionary potential of the
emerging technologies. Bush was the director of the U.S. Office of Scientific Research and Development during World
War IT and oversaw the work of some six thousand scientists on projects ranging fromradar to the atomic bomb. He
was also an experienced and talented scientist in his own right, having developed, among other things, the Differential
Analyzer, amassive electromechanical analog computer for solving differential equations.

In 1945, Bushwrote “As We May Think.” In this now-classic article, he proposed the creation of a new kind of machine
to make the work of scientists more efficient and to make more effective use of the huge and “growing mountain of
research.” The machine would accomplish this by overcoming human weaknesses and building on human strengths.
Bush’s hypothetical machine was called Memex and multimedia was central to its design.

Memex 1

One important human limitation is memory. We are limited in how much we can remember and our memories are
neither completely reliable nor permanent. In Bush’s first vision, Memex (or “memory extender”) would solve these
problems with microfilm. He envisioned a complete Encyclopedia Britannica stored in the space of a matchbox. Many
other texts, photos, and handwritten notes would readily fitin the space of his desk-like machine. The capacity of
Memex would be huge—one could add five thousand pages a day and it would still take hundreds of yearsto fill the
machine. The contents of the Memex would be completely accurate and they would last forever.



Figure 1.1 Sketch of Cy clops Camera.

Another human limitation is data recording. Thisis oftena slow and laborious process. Bush proposed several
multimedia devicesto aid in collecting and recording data for the Memex. These included a “vocoder,” which would
produce written input fromthe spokenword, and a “Cyclops Camera” to be worn on the forehead and controlled by a
wire running to a hand (Figure 1.1). The camera would allow a researcher to immediately photograph anything of
interest. Pictures would be rapidly developed using a dry-photography technique and could also be connected to the
written record in the machine.

Time-consuming repetitive thought processes, such as arithmetical calculations, also limit human intellectual
productivity. Bush’s machine would take over these tasks by automatically performing mathematical calculations and
carrying out simple forms of logical reasoning. Memex I would not be capable of “mature thought”; however, by
freeingits user of the burdens of calculations and simple inferences, it could make more time available for creative,
original thinking.

In a number of ways, then, Bush believed that his machine could compensate for the limitations of human intellect.
Memex could also revolutionize the way information was stored and accessed by taking advantage of one of the
strengths of the human mind.

The human mind, he argued, operates by association: “With one item in its grasp, it snaps instantly to the next that is
suggested by the association of thoughts, in accordance with some intricate web of trails carried by the cells of the
brain” (Bush, in Nyce and Kahn 1991, 101). Traditional systems of organizing information rely on alphabetical or
numerical lists. These have nothing to do with the way informationis generated or used in the mind. As a result, it is
oftendifficult to find related facts and beliefs. Bush’s Memex, in contrast, would organize its information based on
associations, or as we actually think.

To forman association between two items of knowledge (facts, beliefs, theories, etc.), the Memex user would simply
display them together and tap a key. The items would then be joined. Repeating this process with other items would
produce a “trail” of associations that could then be preserved, copied, shared, modified, and linked to other trails. The
nexttime a particular item was accessed, all of its connections to related information would also be available. The
pattern of associations Bush had in mind would be vast and complex. Infact, he described Memex as “an enlarged
intimate supplement” to its user’s memory, one that “stores all his books, records, and communications, and which is
mechanized so that it may be consulted with exceeding speed and flexibility” (Bush, in Nyce and Kahn 1991,102)

(Figure 1.2).
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Figure 1.2 Visionary sketch of Mem ex (note mechanical details).

“AsWe May Think” also covered some of the operational details of the Memex —levers to advance pages, keys to return
to the first page, the ability to annotate sources, the advantages of vacuum tubes over mechanical switches, and so on.
In general, however, his article was a kind of “imagineering” in which new conceptual possibilities rather

than blueprints for actual machines were his concern. He had ignored, as he said, all sorts of “technical difficulties” but
he insisted that he also had ignored “means as yet unknown” that would dramatically accelerate progress toward the
actual construction of a Memex. Between 1945 and 1959, a number of such advances did occur and these occasioned
another article by Bush called “Memex I1.”

Memex 11

Memex IT was very similar to the original Memex. Bush still emphasized the importance of association as a means of
indexing knowledge, and he still thought of his machine as a device to assist individuals in accessing and manipulating
different forms of information. Technical developments suggested, however, that the original dream was much closer
to realization and that it could be extended in various ways. Many innovations had impressed Bush, but the most
significant were magnetic tape, the transistor, and the digital computer.

Magnetic tape was a more suitable storage medium than the dry photography of Memex I. It could be written to, or
erased, almost instantaneously and it could hold more information. Magnetic tape also had greater multimedia
capability—in addition to recording text or still images, it could hold “scenes, speech, and music” as well as movies and
television.

Memex I aided its owner by storing and retrieving information by association and by automatically performing
repetitive, time-consuming mental tasks. Memex IT envisioned an extension of these benefits with large, professionally
maintained associational databases. These databases could be purchased on tape or evendelivered remotely via
facsimile transmission. Bush’s trails of associations would now be more sophisticated (color-coded to reflect their age,
forinstance) and reinforced by repetition, much as the mind can reinforce its memories.

More significant, however, were the ways in which an improved Memex might be combined with a digital computer.
The Memex could efficiently organize enormous amounts of information, and it could performbasic logical operations
on that information. T o realize its full potential, however, Bush believed that “Memex needsto graduate from its
slavish following of discreet trails ... and to incorporate a better way in which to examine and compare the information
it holds” (Bush, in Nyce and Kahn 1991, 180). The computer seemed to Bush to offer the possibility of such a “better
way.” Memex II could be used in many different disciplines. As an example, Bush sketched a systemin which this new,
hybrid machine would use evaluation functions to continually revise its recommendations for medical diagnoses and
treatment plans to physicians. His machine would learn from experience, effectively incorporate incomplete or even
contradictory information, and thus even demonstrate a form of judgment. Doctors could use Memex to supplement
their own memories of particular cases and to receive diagnostic advice based onthe machine’s database of previous
cases and treatments.

Bush stressed that such machines would always be subordinate to their human owners and he thought that there
would be areas of human creative endeavor that “will always be barred to the machine” (Bush, in Nyce and Kahn 1991,
183). But he also recognized the significance of early work in artificial intelligence (AI) and he even anticipated, at least
in general outline, such future Al initiatives as expert systems.



Al and Expert Systems

Artificial intelligence is a field of computer science dedicated to developing computer systems that behave asif they
have human intelligence. Expert systems were Al initiatives of the 1970s and 1980s. These systems incorporated the
knowledge of content experts such as physicians or engineers. One of the first, Mycin, aided in the diagnosis of blood
diseases.

Bush’s work is remarkable for its early insights into the ways in which multimedia machines might improve the
collection and use of information. He knew that advancing technology provided an opportunity to shape new toolsto
serve human needs and his work remains a model of the creative possibilities of “imagineering.” The revolution Bush
foresaw continues, and it continues for a reason that he glimpsed but did not fully articulate. The machine that he saw
as a useful addition to his Memex came to dominate all information systems and, for that matter, virtually every aspect
of modern life. The source of the extraordinary development, and continuing potential, of the digital computeris to be
found powerfully expressed in the work of another 20th-century theoretician, the British mathematician Alan Turing.

Alan Turing and the Universal Machine

Alan Turing (1912-1954) was an important contributor to the development of the modern computer. Turing made
practical contributions to computing, including work on a special-purpose computational machine, the Colossus, used
to break the German Enigma code in World War II. His most significant contribution was theoretical, however. He
made it in 1936, well before there were any digital computersat all. In that year, Turing published a paper with the
formidable title, “On Computable Numberswith an Applicationto the Entscheidungsproblem.” The paper was
concerned with the problem of proving whether or not there could be an effective procedure (thatis, a step-by-step
process) to answer all questions of mathematics.

He concluded that there would always be mathematical problems that could not possibly be solved. Inorder to
demonstrate this, Turing needed a clear definition of “effective procedure.” He found his definitionin the operation of
a kind of abstract machine, which has come to be known as a Turing machine.

A Turing machine is an imaginary device with three main components: first, an infinitely long tape consisting of a
single row of squares; second, a read/write head that can move along the tape one square at a time; and third, a set of
instructions. The machine can read and write a number of symbols and can be changed fromone to another “state.”
What the machine does at any particular time is determined by the state it is in, the contents of the tape, and the rules
itis givento follow. Once set in motion, the machine scans the square above its read/write head, compares the
contents of the square to its instructions, performs the relevant operation (writing, erasing, leaving blank) and moves
left or right to start the process once again on another square. When the machine reaches a state in which no more
instructions apply, it halts. The marks remaining on the tape then represent the response to the task at hand.

Turing’s analysis suggested that “Turing machine computable” and “effective procedure” mean the same thing; any
time we have an effective procedure we can always design a specific Turing machine to carry it out. If we knowhow to
calculate the area of a sphere, we can create (at least in our imagination) a Turing machine to perform this task. If we
know how to plot the trajectory of an artillery shell, we can create another Turing machine that will carry out this task,
and so on. Every effective procedure will have a corresponding Turing machine.

Such single-purpose machines were, however, only part of Turing’s analysis. He also demonstrated that it was possible
to build one machine that could imitate any and every single-purpose machine. This new machine, the so-
called universal Turing machine, stood ready to carry out (at least in theory) any conceivable effective procedure.

An effective procedure is a step-by-step process guaranteed to produce a particular result. For instance, the rules of
long division provide an effective procedure for calculating the result of dividing one number by another. If we follow
each step properly, we are guaranteed a correct answer.

The universal Turing machine differs froma simple Turing machine in that it is able to accept a description of another
machine and imitate the latter’s behavior. The universal Turing machine, in short, is universal because it can

imitate any Turing machine. If we canbuild a machine to add and another to alphabetize lists, we can also build a
third that can performboth tasks. In fact, the third can perform the tasks done by any Turing machine at all. This
means that thereis a single machine that can carry out any effective procedure.

Turing showed how such a universal machine could be built—howdata and instructions could be givento it, how the
machine might processthe data, and how it could then return an answer. The modern electronic computerisa
practical embodiment of Turing’s universal machine. The programs we install on our computersin effect turnthem
into a variety of special-purpose machines—machines to solve equations, process words, edit photos, compose songs,
create video, and so on. Our computers have important limitations, of course: they always seem to need more memory,
processing speed, and bandwidth. But the question naturally arises: What might we do with a computer if we could
have all the computational power we might want?



Turing’s central contribution was to answer this question. His answer was that sucha computer could
perform any information-processing task for which we (or the computer itself) can devise a set of rules.

The radical implications of his answer were not lost on Turing himself. Later he would argue that computers would
one day think for themselves and that the answers to any question posed to them would be indistinguishable fromthe
answers of human beings. He even proposed an exercise, the so-called Turing test, that he thought would prove this.

Multisensory experience would also eventually be possible for Turing’s machines. He envisioned such future creations
moving about, gaining their experience from direct interaction with the world, and learning in much the same way as
humans learn. This dream, of course, presupposes avery sophisticated form of multimedia computing and one that
many would reject for a variety of reasons. Objections aside, however, Turing’s enduring legacy was his demonstration
of the remarkable power and versatility of the computer—if we can think of a way to do it, a computer cando it.
Computationally, there is every reason to dream and there is no end to the magic.

1.3 Second-Generation Innovators

Bush and Turingbelonged to a generation of theorists with the imagination and foresight to predict what they could
not yet actually do. By the 1960s, the evolution of digital computersled a new generation of theorists to propose
innovative practical uses for these new machines.

Douglas Engelbart: New Forms of Human—Machine Interaction

Like Bush, Douglas Engelbart was convinced that computers could be used to improve human problem solving. In
his 1962 article, “Augmenting Human Intellect: A Conceptual Approach,” he proposed the immediate development of
practical devicesto increase “the intellectual power of society’s problem solvers” (Packer and Jordan 2001, 90).
Engelbart fully understood the wide-ranging potential of computers and immediately proposed applications beyond
their customary mathematical and sorting operations. In fact, he argued that anyone who uses any form of symbol
(“the English language, pictographs, formallogic or mathematics”) “should be able to benefit significantly” (69).
Among the innovations he proposed in his article were word processing (“think of it as a high-speed electric typewriter
with some special features”[74]) and computer-aided architectural design.

Engelbart insisted that there was no need to wait for an improved understanding of the human mind or for more
powerful computers: progress on augmentation systems could be made immediately. He then acted on his own advice.
With funding fromthe Advanced Research Projects Agency (ARPA), he established a team of researchers at the
Stanford Research Institute, and by 1968 he was able to demonstrate (at the Fall Joint Computer Conference in San
Francisco) several significant innovations in human—computer interactivity. These included the mouse (Figure 1.3),
windows for text editing, and electronic mail. These components were integrated into a system that he called the NLS,
or oNLine-System. Engelbart had pointed the way to a new, intuitive interface with computers and to new waysin
which computers could be used to communicate with others.

Figure1.3 Engelbart’s mouse.

Theodore Nelson: Hypertext and Hypermedia

Ted Nelson was a pioneering theorist of early computer communications. He coined the

terms hypertext and hypermedia in 1963 to represent his vision of a new form of information storage and

retrieval. Hypertext isinteractive text that is linked to other information. Engelbart’s mouse might now be used to
click ona word, causing the computer to transport the user to another screen of text containing a definition,
explanation, or other related information. Hypermedia extends this interactivity to other media, such as images,
sounds, or animations.

Nelson’s vision was directly and deeply influenced by Vannevar Bush’s 1945 article, “As We May Think” and by
Douglas Engelbart’s explorations of interactive computing. Like Bush, Nelson emphasized the associational qualities
of human thought, but he also carried this vision further than Bush. For Nelson, knowledge was intrinsically
unstructured, “avasty cross-tangle of ideas and evidential materials, not a pyramid of truth” (Packer and Jordan 2001,
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157) (Figure 1.4). “Professionalism,” he suggested, “has created a world-wide cult of mutual incomprehensibility and
disconnected special goals. Now we need to get everybody back together again” (161).

Figure1.4 Nelson’s sketchof a “cross tangle of ideas.”

The computer, he argued, would be central to this task. Engelbart’s NLS, with its keyboards, screens, mouse, and
network connections, impressed Nelsonas a “wonder and a glory” (162). NLS showed how the computer could
revolutionize the creation and transmission of knowledge. Nelsonbegan to plan a vast knowledge resource that would
create “a community of common accessto a shared heritage” (161). He called his proposed worldwide, cultural
resource Xanadu after the “magic place of literary memory” (155) described ina poem by Samuel Taylor Coleridge.
No longer focused on the needs of scientists and other specialists, the Xanadu project would create a dynamic, ever -
expanding, hypertextlibrary available to everyone. Xanadu would also support collaborative editing, track text
changes throughout the revision process, and provide ameans of crediting authors and distributing royalties. While
Xanadu itself has not been completed, it serves as a model of the form Bush’s original dream might take in an age of
universal Internet access.

In Nelson’s vision, hypertext and hy permedia would transformthe uses of machines, placing them in the service of
humans the world over. Ashe expressedit in 1974: “Nowthat we have all these wonderful devices, it should be the
goal of society to put them in the service of truth and learning” (161).

Alan Kay: The GUI and the Multimedia Computer

Among the members of the enthusiastic audience for Engelbart’s 1968 presentation was Alan Kay. Kay was
introduced to the field of interactive computer graphics as a graduate student at the University of Utah. His doctoral
dissertation dealt with a personal information device very similar to the modernlaptop computer.

In the early 1970s, Kay joined Xerox PARC (the Palo Alto Research Center) and founded the Learning Research Group.
Here he combined his interest in computer technology with explorations of various learning theories. His goal was to
design a computer to support the waysin which people actually perceive, learn, and create. He named his prop osed
machine the Dynabook and he thought of it as a “personal computer” (Figure 1.5). But “personal” did not mean
“personally owned” for Kay —it meant “intimate,” closely tied to the mind and interests of its user. And the users were
not going to be computer specialists—anyone should be able to use the Dynabook. This meant that Kay needed to find
an intuitive, natural way for people to interact with computers.

Figure 1.5 Sketch of proposed Dy nabook.
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Kay’s solutionis known as a GUI (pronounced “gooey”) or Graphical User Interface. A GUI uses graphic symbols to
represent the components and processes of computers—a picture of atyped page to represent a textfile, a folder to
represent a directory, and so on. These elements are selected and used with a combination of input devices suchas a
mouse and keyboard. Today the graphical user interface is nearly universal and is often taken for granted, as if it was
the inevitable result of advancing technology . Infact, Kay produced the GUI by adapting technology to the insights of
various learning theorists including Jean Piaget, Seymour Papert, and Jerome Bruner. The interface Kay designed was
intuitive because it grew out of basic principles of human learning.

The Dynabook was also intended to support a wide range of creative activities. Kay envisioned the computer as a
powerful aid to writing, painting, and music composition. His research group designed programs to support each of
these areas, allowing the machine to display graphics and play music as well as process numbers and text. Infact, the
Dynabook was to be a full-blown multimedia computer—he called it a metamedium, a machine that could embody
any medium. The Dynabook would also bemodeless. Users would be able to move seamlessly among different media,
not thinking of themselves as confined to writing, painting, or animating mode. They could switchinstantly to a
different medium and activity by simply clicking on another window.

The Dynabook became the model for intuitive, accessible multimedia computing, and although it was never put into
production, it greatly influenced the first commercial GUI computer, the Xerox Alto producedin1973.

Steve Jobs: The Multimedia Hardware Revolution

Imagine having your own self-contained knowledge manipulator in a portable package the size and shape of an
ordinary notebook. Suppose it had enough power to outrace your senses of sight and hearing, enough capacity to store
forlater retrieval thousands of page-equivalents of reference materials, poems, letters, recipes, records, drawings,
animations, musical scores, waveforms, dynamic simulations, and anything else you would like to remember and
change (Kay and Goldberg2003,394).

For the population at large, the vision Kay presented of a new form of multimedia computer was, in 1977, little more
than an enticing dream. Steve Jobs and the Apple computer would change that.

Steve Jobs (1955—2011) and Steve Wozniak founded Applein 1976.In1979, Jobs visited Xerox PARC and was
immediately “saturated,” as he would later say, by the idea of the graphical user interface. Jobs saw in the GUI a
potential revolution, one that “empowered people to use the computer without having to understand arcane computer
commands” (Jobs 1995). By 1984, this “humanistic” idea had been given technical expressionin the Apple Macintosh.

The Macintosh was conceived and marketed as a direct challenge to the IBM personal computer (PC). In the 1980s,
IBM used the Microsoft DOS operating system. Computer users typed cryptic commands to instruct the machines to
performsuch tasks as loading programs, savingfiles, or accessing storage devices. This “commandline” interface
required users to learn the language of the computer, alanguage that few found intuitive.

The GUI, as it was further developed and refined at Apple, allowed users to control the computer through icons with
familiar human associations—desktops, file folders, trash cans, and the like. These graphical symbols were only one
aspect of Apple’s multimedia vision. The Mac was also the first mass-produced personal computer with built-in sound
support. In fact, the first Macintosh actually introduced itself to the audience by speaking.

Jobs’s vision of “communication appliances” that could serve the needs of a wide range of people could now be put into
practice. Musicians, graphical artists, publishers, scientists, and engineers soon were using Macs.

Millions of Macs would eventually be sold. The GUT and multimedia functionality had become mass-market
innovations. In1985, Microsoft announced Windows 1.0, agraphical user interface added to the DOS operating
system. The release of Windows led to an extended legal controversy between Apple and Microsoft, with Apple alleging
infringement of its rights to the GUI. Apple would ultimately fail to prevent the proliferation of the Windows operating

system, ironically fulfilling Jobs’s own ambitions for the Macintosh:

Macintosh was basically thisrelatively small company ... taking on the goliath, IBM, and saying “Waita minute, your
way is wrong ... and we are going to show you the right way to do it and here it is. It’s called Macintosh and it is so
much better. Itis going to beat youand you're going to do it.” (Jobs 1995)

And so they did. Today we need no longer speak of “multimedia computers” for the simple reason that computing
routinely incorporates all media.



Tim Berners-Lee: From Hypertext to the World Wide Web

In the 1980s, the British engineer Tim Berners-Lee began actively exploring the practical application of hy pertext
and hypermedia. Berners-Lee worked at CERN, the European particle physicslaboratory at Geneva, Switzerland.
CERN, like most large organizations, was structured hierarchically, but it actually functioned, as Berners-Lee saw it, as
“a multiply connected ‘web’ whose interconnections evolve with time” (Packer and Jordan 2001, 192). Communication
crossed departments and the most productive thinking often occurred ininformal settings such as hallways. This fluid
structure, with its unconstrained flow of information among researchers, was an important source of the creative
environment of the lab. When combined with a high turnover rate, however, it could also be a source of frustration—
information was sometimeslost and only recovered “after a detective investigationin an emergency” (192).

Berners-Lee noted that the needed information often existed; it simply could not be located. Like Bush and Nelson
before him, he was struck by the inadequacy of conventional modes of storing and accessing information. Hierarchical
patterns, such as tree structures, simply could not accommodate the multiple interconnections that often accompanied
the lab’s research findings. A new structure was required, one that would “not place its own restraints on the
information” (193).

The solution he proposed was a ““web’ of notes with links (like references) between them” (193). The items to be linked
he termed nodes. Nodes could be virtually anything: any form of text, graphics, or other media. Borrowing a termfrom
Ted Nelson, Berners-Lee spoke of his proposed system as hypermedia.

In the late 1980s, various commercial products, such as HyperCard by Apple, made it possible to create hypermedia
applications on individual computers (Figure 1.6). Berners-Lee had broader objectivesin mind, however. The first of
these was “remote access across networks”—hypermedia resources should be broadly distributed. Since different
systems were used on the network at CERN (Unix, Macintosh, etc.), “heterogeneity” was another requirement: the
same hypermediaresources should be accessible regardless of computer platform. “Private links” were another
specification: “One must be able to add one’s own private links to and from public information. One must also be able
to annotate links, as well as nodes, privately”(Berners-Lee 2001, 198—-199). Finally, in keeping with his conceptionofa
flexible web of information, Berners-Lee insisted upon “non-centralization.” “Information systems,” he insisted, “start
small and grow. They also startisolated and then merge. A new system must allow existing sy stems to be linked
together without requiring any central control or coordination” (198).

Berners-Lee had identified the essential conditions for the emergence of a revolutionary form of information system —
a system accessible from any computer, anywhere; a system to which anyone could add information at any time; a
systemthat could incorporate and interrelate multiple media; and a system that could take on a life of its own,
developing organically without any central guidance or control exercised over servers, documents, or links.
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Figure 1.6 HyperCard.

With the response at CERN less than enthusiastic, Berners-Lee developed the essential elements of what would
become the World Wide Web on his own. In 1990, he developed the software needed for servers (the computers that
store and distribute information). He also created the first browserprograms to be used on the individual machines
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connected to the server (clients). Inthe following year, he began distributing his software to scientists over the
Internet. These first programs were written for a specific computer called the Next. This was the machine used by
Berners-Lee and many of his colleagues at CERN. In 1993, graduate students at the University of Illinois developed
Mosaic, a version of the browser for use on the Macintosh and the PC. Mosaic opened the Web to millions of computer
users the world over. The explosive growth of the Web was underway.

The Web made a dramatic contribution to the development of multimedia computing. In the 1980s, the arrival of CD-
ROMs had offered the first practical solution to the problem of storing and deliveringlarge multimedia files. CD-
ROMs could hold the information of hundreds of floppy disks. They could be reproduced inexpensively and shipped
easily. They were limited, however, intwo critical respects—they were expensive to master and they needed to be
formatted differently for different computer platforms. The Web immediately addressed the issue of cross-platform
compatibility;all computers connected to the network could (with appropriate software) read the same information. It
also dealt with expense, as multimedia websites could be inexpensively created and distributed nearly instantaneously.

Multimedia computing soon became a worldwide phenomenon with endless possibilities.
1.4 Legacy of the Multimedia Pioneers

The multimedia revolution was born in Bush’s recognition that something was bound to come of the dramatic
technical innovations of the 20th century. Microfilm, magnetic storage, vacuum tubes, and transistors would lead to
new toolsthat would transform our understanding of the world. His Memex promised to both empower and change
us, altering what we could do, and how we think.

Bush also understood that the tools that shape understanding could, in turn, be shaped by understanding. His
enduring legacy is the inspiration he provided to othersto actively design new technologies to meet human needs and
interests.

The machine that would eventually make Bush’s vision possible was the digital computer. In Alan Turing’s pioneering
theoretical work, the defining feature of this fundamentally new kind of device was made clear —the computer was
a universal machine. This meant, among other things, that the computer was a device of unprecedented flexibility.

Douglas Engelbart used this flexibility to develop novel forms of human—computer interactivity. His mouse, windows,
and electronic mail made computers more accessible and useful, furthering his goal of “augmenting human intellect”
and improving communication. Drawing on Engelbart’s vision, Alan Kay developed the GUI and the first multimedia
computer. Steve Jobs and Apple Computer made Kay’s visiona practical reality by creating the Macintosh.

Theodore Nelson further developed Bush’s early vision of associational indexingin the form of hypertextand
hypermedia. Nelson’s work was, in turn, given powerful expressionin Tim Berners-Lee’s development of the
foundations for the World Wide Web.

1.5 Multimedia Today

Many elements of the visionary proposals of Bush and his successors, such aslinks, associational searches, mice, and
GUIs, are now practical realities. Today’s multimedia revolution takes these developments even further, transforming
all forms of communication. In Bush’s vision the elements of scientific knowledge could be linked and shared; in the
multimedia communications revolution individuals are linked and multiple media become tools of individual
expression. Social media—Facebook, Twitter, YouTube, and others—allowinstant sharing of words, photos, and
videos. Powerful, easy-to-use editing software makes it possible for virtually anyone to create new combinations of
preexisting songs, photos, and videos. The resulting mashups expand the possibilities of creative expression while
also challenging traditional copyright protections.

These are dramatic, far-reaching developments, but the revolution that the multimedia pioneers foresawis far from
complete. They knewthat human ingenuity could actively shape an emerging technology. They glimpsed new
possibilities as they considered the fundamental properties of computers, information, and people and they developed
machines and systems to match this potential. As they well understood, however, a universal machine has unlimited
possibilities, possibilities to be further defined by a new generation of multimedia innovators. Perhaps their greatest
legacy is the inspiration they provide to continue the “imagineering.” There are also specific reasons, inherent in
contemporary social and technological changes, to anticipate a further development of the potential of digital
multimedia. These include:



B A continuing technical revolutionin hardware and software. Refinements in existing technologies and the
development of new modes of computing will continue to increase computing power while lowering costs. Greater
computing power will continue to spread to an ever-wider array of users.

B Continued integration of computersin other devices. “Smart” products of all kinds will lead to refinementsin
sensorsand processing that will improve our understanding and control of existing media and lead to the creation of
others. Multimedia will include new interactive possibilities with text, images, video, and animation and with the
devicesthat produce them. New possibilities, including smell and tactile ex perience, will be added to the multimedia
experience.

m The “digital merger” of disparate technologies and industries. The merger of film, television, radio, telephone, and
the Internetis driving a growing appetite for multimedia communication. No longer is a phone simply an instrument
for conveying sound; no longer is catalog shopping a simple engagement with a printed page. Astechnologies and
industries are joined, they generate a corresponding merger and integration of media.

B Further development of wireless communications. As wireless networks become more powerful and more widely
available, the use of mobile multimedia deviceswillincrease. Thisin turn will generate an expanding market for

multimedia “apps” of all types.

m Theexpansion of creative opportunity. The mostimportant source of the continuing revolution in multimedia is the
creative potential generated by the worldwide distribution of computing power to an ever -wider array of individuals.
The great revolutions of the past developed in circumstances that created a synergy of disparate visions and
experiences. Digital communications have dramatically increased both the speed and the reach of interpersonal
contact across all cultures, while simultaneously providinga common tool of virtually unlimited flexibility.

In the following chapters, we will explore the fundamental concepts and the practical tools needed to participate in the
ongoing magic of the multimedia revolution. As we use those tools, we should remember the dreams of those who
helped to shape them. We, too, have the power to shape tools to our purposes, to improve traditional modes of
communication, and to create entirely newones.
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Review Questions

What is contemporary multimedia?

. Why are media professionals building their careers with digital technology?

. What is the essential difference between interactive and noninteractive multimedia? Give an example of each type.
. Why is hypermedia amore advanced form of interactive multimedia?

. What are two features of adaptive multimedia?

. Why is virtual reality called immersive multimedia?

. Why is multimedia interdisciplinary?

. Why did Bush propose his Memex I and II?

. What are the distinctive features of Memex I and II?

. How is the simple Turing machine different froma universal Turing machine?

. What did Theodore Nelson hope to achieve with his Xanadu proposal?

. What did Alan Kay mean by “personal computer”?

13. Why was the Macintosh a turning point in multimedia computing?

14. Why was Tim Berners-Lee’s development of the World Wide Web significant in the evolution of multimedia?
15. Why is “imagineering” significant to multimedia?
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Discussion Questions

1. What is a revolution? Inwhat ways has computing generated a multimedia revolution?

2. In what ways is multimedia central to the theoretical design of Vannevar Bush’s Memex systems?

3. Discuss the relevance of Turing’s universal machine to the future of multimedia technology.

4. Explain the significance of the Turingtest.

5. Explainthe similarities among Bush, Nelson, and Lee in their approaches to managing information.

6. Identify the pioneersin multimedia computing and list the main contributions of each.

~. Compare and contrast the visions of the multimedia pioneers and the realities of multimedia computing today.
Which of their dreams has been realized? Which remain unfulfilled? Which aspects of modern multimedia did they fail
to anticipate?

8. Research current developmentsinvirtual reality or video games and report howthey are extending the potential of
multimedia.



Digital Data

Topicsyouwill exploreinclude:
B Elements of Digital Media

m Symbol

m Data
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B Digital Codes
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m Size
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B Challenges of Digital Information

Thelanguage of modern multimedia is digital. Most multimedia products—presentations, websites, tutorials, games,
and films—are created and delivered using digital computers. Multimedia developers encounter a varied, and
constantly changing, array of digital codes—ASCII, RTF, TIFF, JPEG, PDF, MP3, MOV, and so on. Understanding
their nature, purposes, advantages, and limitations is essential for effective work in all areas of digital media.

This chapter presents the elements of digital encodingand explores the basic techniques and issues common to the
digital representation of various media. After completing this chapter you should understand:

B Relationshipsamong symbol, data, and information

B Main differences between analog and digital data

B Use of bits to encode digital data and the meaning of effective and efficient codes
B Essentials of files—formats, compression, and conversion

B Digitization—sampling, quantization, sample resolution, and sample rate

B Description-based and command-based media

B Key advantages and challenges of digital information



2.1 Symbols, Data, and Information

Multimedia applications include many different types of information. Information begins with data, and data is
encoded using symbols.

Symbols are representations, or “stand-ins,” for something else. Groups of letters often serve as symbols of words, as
they do on this page. What letters and other symbolsrepresent is determined by the convention that governs their
use. The convention of roman numerals, for example, useslettersto represent numbers rather than words—IX stands
forg. Agreed upon conventions facilitate communication by defining the meaning and use of symbols.

Symbols organized and understood accordingto a convention are used to represent data. Data are the givens of
experience—measurements, observations, facts, beliefs, and the like. A listing of 24 numbers (30.12,30.05,29.99, etc.)
summarizing hourly barometric pressure readingsis data.

Thislisting of data is not yet information. Information is data made useful, data interpreted and applied to produce
understanding. The amount of information conveyed through datais dependent on the knowledge of the recipient.
The casual observer may see the numbers above and understand that the barometric pressure is dropping. The
meteorologist prepares for the approaching storm. Multimedia developers carefully consider the knowledge and skills
oftheir intended audiences. Only in this way can they ensure that the data presented in their applications will become
meaningful information.

Data: Digital and Analog

Data is either digital or analog. Digital data consists of separate, discrete units. A digital clock presents the time as a
sequence of distinct numbers. Analog data varies continuously. Ananalog clock presents time through the
continuous movements of its hands (Figure 2.1).

Traditionally, images and sounds were created and delivered in analog form. Paintings and photographswere
composed of continuous areas of color, and music was produced through analog motions of strings, reeds, and other
devices. But analog media cannot be directly created, edited, or distributed by a digital computer. T o take advantage of
the power of the computer, multimedia data must be digital.

Figure 2.1 Data—analog and digital.
2.2 Digital Data: Bits, Bytes, and Codes

Digital information starts with digital data, and digital data starts with digits. A digit can be any one of the 10 symbols,
0—9. Most people are very familiar with this “base-10” system—it’s the one they use in their everyday lives. Some of the
first digital computers also made use of all 10 digital symbols.

Modern computers are electronic and many of their components (such as transistors) are especially well suited to
represent one of two different states (high/low voltage, magnetized/nonmagnetized, etc.). As a result, the “language”
of these machines uses only 2 of the 10 available digits: 0 and 1. The symbols 0 and 1 are the two elements of
abinary system (“binary” means having two parts). Eachis a binary digit or, for short, a bit.

Bits are the symbols used to encode modern digital data. Digital encodingis the process of assigning bits to a data
item. The number of bits a coding systemrequires depends upon the number of distinct data items to be represe nted.
Each item must be given a unique symbolic representation, thatis, a unique arrangement of bits. More bits make it
possible to generate a larger number of distinct combinations.

If only two data items need to be encoded, such as a “yes” or “no,” a single bit suffices. The bit can take on one of two
valuesand a convention could be adopted in which a 1 designates “yes” and a 0 designates “no.” One-bit encoding has
obvious limitations. For instance, a 1-bit digital code for temperature could only represent two readings of a
thermometer. 0 might stand for a temperature of 0 degrees Celsius, and 1 might designate 100 degrees Celsius. This
coding scheme could then alert us to thelikely freezing or boiling of water, but it could not tell us anything about o ther
temperatures.
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Adding another bit to the code produces four distinct combinations: 11, 10, 01, and 00. These combinations still
employ just the two symbols, 0 and 1, but now more than one symbolis used to represent the data item. Using a 2-bit
code, the four possibilities A, B, C, or D for a multiple-choice question could now be represented. Buta 2-bit coding
systemwould still be inadequate for most uses of temperature readings. Just four temperatures, for example 0, 33, 67,
and 100 degrees Celsius, could now be represented—still not enough to allow us to choose between a t-shirt and a
parka as we leave for work in the morning.

A 3-bit code produces eight distinct 3-bit combinations: 111,110,101, 100, 011,010,001, and 000. In general, the
number of distinct bit combinations that can be producedis given by the formula, 2-, where n is the number of bits
used in the code. A four-bit code can thus represent 2+, or 16, distinct data items. Each additional bit adds a power of
two and thus doublesthe number of unique encodings.

Eight-bit codes allow for 256 distinct data items (2¢). Thisis more than adequate to represent the variety of symbolsin
most uses of the printed English language (the letters of the alphabet, numerals, punctuation marks, mathematical
and scientific symbols, etc.). Itis also adequate for some uses of sound and graphics (256 different amplitude values
for sound samples or 256 colorsin pictures). Computers also usually process data either in 8-bit format orin a format
that is a multiple of 8 bits, for example 16, 32, or 64 bits. This 8-bit unit is so commonly used in computing that it has
aname of its own—a byte.

Four-bit codes are known as “nibbles.”
Effective and Efficient Codes

An effective code isone that can represent each desired data item with a unique combination of symbols. The days
of the week can be effectively encoded using 3 bits; the 12 months of the year would require 4.

In addition to effectivelyidentifying individual data items with unique codes, a coding scheme should also be efficient.
An efficient code is one that does not waste processing, storage, or transmission resources. Longer encodings use
more bits and consume more processing time, storage space, and transmission bandwidth. Efficient codes conserve
these resources. For example, if the goal is to represent each degree of temperature between the freezing and the
boiling point of water on a Celsius scale (0—100 degrees), 6-bit codes are not enough (64 possibilities) and 8-bit codes
are too much (256 possibilities). 7-bit codes (128 possibilities) provide the closest match and the most efficient
encoding.

A basic concernin all multimedia developmentis ensuring that the digital encodingbeing used can effectively and
efficiently represent the required range of media data. As the range or quality of media expands, developers often need
to adopt more flexible coding options. For example, the original formulation of the text code known

as ASCII(American Standard Code for Information Interchange) used just 7 bits. Thiswas adequate for the
representation of the letters, numbers, and other symbols used in computer-generated text at the time. Later, the
eighth bit was added to double the number of available codes. In this new character set, called extended

ASCII or ASCII-8, more specialized symbols, such as Greek letters and logical operators, could also be represented
(Figure 2.2). Unicode, a later standard, uses 16-bit codes to effectively designate over 65,000 individual characters.
This supports the digital encoding of many more written symbols and a wide range of languages.
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Character ASCI-8
0 0011 0000

1 0011 0001

2 0011 0010

3 00110011

4 00110100

5 0011 0101

6 00110110

7001t 011

8 00111000

9 0011 1001

A 01000001 a 0110 0001
B 01000010 b 01100010
C 01000011 ¢ 01100011
O 01000100 d 01100100
E 01000101 e 01100101
F 01000110 f 01100110
G 0100011 g 0110011
H 0100 1000 h 0110 1000
I 0100 1001 I 0110 1001
J 01001010 J 01101010
K 0100 1011 k 0110 1011
L 01001100 I 0110 1100
M 0100 1101 m 0110 101
N 0100 1110 n 0110 1110
O 0100111 o 0110 111
P 01010000 p 0111 0000
Q 01010001 0 0111 0001
R 01010010 r 01110010
S 01010014 & 0111001
T 01010100 t 01110100
U 01010101 u 01110101
Vv 01010110 v 01110110
W 01010111 w 01110111
X 01011000 x 01111000
Y 01011001 y 01111001
Z 01011010 z 01111010

Figure2.2 ASCIIcodes.
2.3 Digital Files

A computer file is a container for binary code, which is the universallanguage of a computer. Everythinga computer
does, from startup to shutdown, must ultimately be represented as 0s and 1s. Thisincludes the instructions, or
programs, a computer follows to carry outits operations as well as the data it processes. A file format is the
convention that specifies how instructions and data are encoded in a computer file. Without a specific file format, a
binary code has no meaning.

File Sizes

The size of a file is usually measured in numbers of bytes. The term kilo designates one thousand in the metric system.
Because computers use a binary system, storage capacities are given as powers of two. In computer parlance, a kilo
represents 2 or 1024 —in other words, approximately 1000. A kilobyte (KB)is thus 1024 bytes.

Similarly mega designates one million. When applied to computer codes, mega stands for 2= or 1,048,576.

A megabyte (MB)is 1,048,576 bytes or approximately a million bytes. Similarly a gigabyte (GB) is approximately
one billion bytes and a terabyte (T B) is approximately one trillion bytes.

Bytes and Bits

KB and Kb are not the same. KB is the abbreviation for kilo bytes. Kb stands for kilo bits. Similarly, Mb, Gb, and Tb are
referencesto bits, not bytes. These bit measures are often used to describe electronic transfer rates, for example a56
Kbps (kilobits per second) modem or an 800 Mbps (megabits per second) FireWire interface.

File Extensions

A file extension is a series of letters that designate a file type. File extensions followa dot at the end of a file name
and are usually limited to two to four letters. For instance, a file with the extension.ai is an Adobe Illustrator

file, .exe is a Windows program file, .docxis a Microsoft Word document, and .htmlis a web document. There are
hundreds of extensions. Some of the more important ones for multimedia developers are listed in the textbox on this
page and discussed in later chapters.



Extensions are important for multimedia developers for two main reasons. First, they immediately identify a file type
and, often, eventhe programthat created the file. This greatly simplifies the challenge of keeping track of the many
media files and programs that make up a multimedia application. Second, file extensions are oftenused by a
computer’s operating system to identify and launch an appropriate programto openthe file. A developer can simply
double-click afile’s icon and begin working on it. Removing the extension may require the user to identify a
compatible application before the file can be opened. Given these advantages, it is good practice to maintain the
extension when naming or renaming files.

Common Multimedia File Extensions
.al — Adobe Illustrator graphic

.avi— Windows video

.bmp — BMP graphic

.docx —Word document

.gif — GIF graphic

.htm or .html — Hypertext Markup Language
.jpg — JPEG graphic

.mov — QuickTime video

.pct — PCT graphic

.pdf — Portable Document Format

.png — PNGgraphic

.psd — Photoshopimage

xt— ASCII text

.wav — Windows audio

File Compatibility

Although nearly all digital computers use binary codes, they do not necessarily use the same codes. Different computer
systems, or platforms, use different hardware andsoftware (see Chapters 3 and 4). As a result, a file that can be read
and processed on one computer platform, such as a Windows PC, often cannot be used on another, such as a
Macintosh. In addition, there are many variationsin data file formats both within and between platforms. One of the
most important concerns for multimedia developersis file com patibility, ensuring that a computer can process the
instructions or data that are encoded in a particular file format.

Program files give the computer its instructions. They include operating systems (Windows, OS X), programming
languages (Java, C++), and applications (Word, Excel, Photoshop). Programs are developed for specific computer
platforms and are generally not compatible with other platforms. Multimedia developers often use more than one
computer platform (generally PCs or Macs). The first compatibility issue is whether or not the program they would like
to use is compatible with the intended platform. Widely used applications such as Word or Photoshop are usually
available for PCs or Macs but the developer will have to own separate copies for each platform.

Multimedia data files—text, images, sounds, video, and animations—pose two principal compatibility challenges. The
firstis whether or not the file formatis cross-platformcompatible. A format that is not cross-platform compatible
cannot be used on other platforms. For instance, Microsoft developed the BMP image format and Apple developed
PICT. These two formats are not cross-platform compatible and a developer would not use PICT imagesin an
application destined for a Windows PC. Instead, the PICT image would be converted to aWindows format orto a
format that can be used by both platforms, such as TIFF.

The second compatibility issue for multimedia data is whether or not different application programs on a given
platform can process the format. Multimedia developers create or edit the various elements of their applications
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in media-specific software, such as word processors, graphics programs, or video-editing applications. In some cases,
developers will work with different programsto create a particular media component. For instance, they may work
with an image in a photo-editing application and then add special effects using another program. The various media
elements a developer creates or imports are then combined using authoring software (see Chapter 10). Throughout
the processit is important to ensure that the filesto be used are compatible with the media-specific and authoring
applications that will be used. For example, some image formats, such as TIFF, can be used by most image-editing
applications and are also widely compatible with authoring software. Newer formats and those intended for
specialized purposes may not be widely supported—it took time, for instance, for PNG, a rival to the GIF image format,
to be supported by most image-editing programs.

Native file formats are animportant example of specialized files. These are coding conventions used by specific
computer applications, such as Adobe Photoshop or Corel Painter. Native formats contain information specific to the
application that created them. For instance, a file in Photoshop’s native format (PSD) may containinformation about
filters and other effects applied to the image during editing. In general, native file formats are not compatible with
other applications.

File Format Checklist for Multimedia Development

I's the format compatible with:

the operating system of the development platform?

the operating system of the delivery platform?

the developer’s media-specific software?

the developer’s authoring software?

Is a file conversion utility available to produce a compatible file?
Have copies of original files of all media elements beensaved?
File Conversion

Problems with file compatibility can often be resolved through file conversion, the process of transforming one file
typeto another.

File conversion canbe carried out by specialized applications, such as the Equilibrium DeBabelizer. It is also often
possible to perform conversions using the “Save As” function in popular media-specific software. For example, a TIFF
image captured by a scanner can be opened in Photoshop and readily saved as a JPEG image for use on the Web.

File Maintenance

The variety of formats that may be required to develop and deliver a multimedia application also makes it important to
carefully preserve both original and derivative files. Good file maintenance can save time when applications need to be
revised or updated. In addition, informationis oftenlost or modified in file conversion. Preserving the original may be
critical if the application needs revision or if high-quality copies are required for future projects.

Effective file maintenance involves three major steps: identification, categorization, and preservation. Files should be
clearly identifiedin terms of their specific contents, their general type, and/or their originating program. Contents
should be identified by file names that clearly differentiate each item: LargeLogo, OctSalePrices,

MouseClickSound. Much uncertainty and frustrationin developing and revising applications can be avoided by
creating meaningful file names. Standard extensions, as discussed previously, identify file types or originating
programs and should alwaysbe retained in file names: LargeLogo. gif, OctSalePrices.doc, MouseClickSound.aif.

Categorizationis the process of meaningfully grouping related files. Electronic folders serve the same general
functions as their paper counterparts. Files are more readily located when grouped as images, tex t documents, video
clips, and so on. More specific categorizationis often essential in multimedia development and may have the further
benefit of indicating an application’s overall structure: JuneSaleslimages, LessonOneAnswers,
CellDivisionAnimations. And of course we shouldn’t omit another important category: PhotoOriginals,
SoundOriginals, SourceVideo.
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Finally, file preservationincludes the preparation and storage of backup copies as well as their distributionto
individuals or departments that may need them for future work. Key considerations include the durability and the
accessibility of the storage medium and ensuring that important files have been stored in more than onelocation.

2.4 Digitization

Multimedia developers work with a wide range of media, each of which is usually besthandled in a digital format.
Letters and numbers are discrete units. As such, they are readily represented in digital codes: a convention simply
identifies particular letters or numbers with particular codes. These codes fully represent the letter or number. For
example, the ASCII code 01001110 01001111 represents the letters Nand O with complete accuracy.

Other data—still or moving images, and sounds—are often presented as continuous, or analog, phenomena. To take
full advantage of the power of the computer, analog data must be transformed. Digitization is the process of

converting analogdata to a digital format through a process called sampling.
Sampling

Samplingis the processof analyzinga small element of an image or sound and representing that element in a digital
code. Thousands of individual samples are usually collected. They are then combined to re-create the original analog

data in a digital format.

To digitize analog sound, thousands of samples of the varying amplitudes of the sound are collected each second. Each
sample is assigned a binary code indicating its amplitude at that instant. The computer processesthese valuestore-
create the sound from the individual samples (Figure 2.3). Analog images, such as photographs, are digitized by
sampling their color at many different points. The re-created image is a grid of picture elements, or pixels, each having
a particular color. If the grid is fine enough, the pixels blend together, producing the appearance of continuous areas of

color (Figure 2.4).

| Original Analog Wave Reconstructed Wave

Digital
Samples

Figure 2.3 Sampling produces a digital version of an analog sound.

Sampling can produce excellent digital reproductions of analog sourcesbut it also often producesvery large files.
Multimedia developers must constantly balance media quality with the demands of effective and efficient delivery of
their products. The two most important factors governing the quality of sampled media are sample

resolutionand sample rate. Sample resolutionis directly related to another importantissue in digital media
production, quantization.

Figure 2.4 Image sampling produces a grid of pixels. Thissection of thedeer’s eyeis enlarged 1200%. See Color Plate1.
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Sample Resolution and Quantization

Sample resolution is the number of bits used to represent a digital sample. For example, an 8-bit sample resolution
assigns 8 bits to each sample, permitting any one of 256 possible colorsto be represented. Sample resolutionis often
described as bit depth. Quantization is the process of rounding off the value of a sample to the closest available value
in the digital code being used.

All sampling involves some degree of quantization. Thisis because analog phenomena are continuous and sampling
always produces a series of discrete values. Because time and space are infinitely divisible, no finite recording of
samples can capture all the informationin an analog source: all samples are, in effect, “rounded off.” Onthe other
hand, high-quality digital sampling can create virtually indistinguishable digital versions of analog media.
Quantization only becomes a problem when sample resolutionis too low. For example, photographs often contain
thousands of shades of color. As sample resolution is reduced, fewer bits are available for coding and fewer colors can
be represented. Some color samples must then be quantized —matched to the closest available substitute. If too few
colorsare available, much of the original image data may be lost. For example, a light pink and a burgundy might both
be represented as the closest available match, a bright red. Figure 2.5 is an extreme example of quantization. Reducing
the sample resolution from 24 -bits to 2-bits reduces the range of individual colors from millions to just four. Browns
and greens must be quantized to gray or black. Gone, too, are the various shades of blue in the sky.

Figure 2.5 Quantization: 24-bit v. 2-bit sample resolution. See Color Plate 2.

Using codes with more bits—that is, increasing the sample resolution—counters the effects of quantization. The 16.7
million distinct encodings of 24 -bit sample resolution make it possible to assign a different code to every shade of
color humans can distinguish. This produces images that rival the quality of 35mm analog photos.

Sample Rate

The second major factor determining the quality of digital images and sounds is sample rate. Sample rate is the
number of samples takenin a given unit of time (sounds) or space (images). In the case of sound, the rate is given in
kilohertz, thousands of samples per second. Sample rates for images are defined spatially and are referred to asspatial
resolution. Spatial resolution typically varies from 72 to several thousand pix els per inch.

Low sample rates reduce the quality of digital images and sounds because they omit original analog information. For
example, the frequency of asound is determined by the rate at which its waveformrepeatsits highest and lowest
amplitudes. If too few amplitude samples are taken, high-frequency information will be omitted, producing a
“flattened,” lower-pitch version of the original. For images, a lower number of samples will miss details such as fine
gradations oflines, often producing an incomplete, “fuzzy” reproduction (Figure 2.6).
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Figure 2.6 Spatial resolution: 300 ppi (left) v. 50 ppi(right). See Color Plate 3.
2.5 Digital Encoding of Media

All digital media, whether converted from analog formats or originally produced in digital form, must be represented
in binary code. There are two major approachesto digitally encoding media: description-based and command-
based. In the descriptive approach, a digital media file contains a detailed representation of the many discrete
elements that compose the image or sound. An image is described by recording the colors of each of its many
individual pixels, thus creatinga grid or “map” of their locations. This type of digital encoding s therefore often called
a bitmapped image. Sound is described through thousands of individual amplitude samples and is known

as sampled sound.

Descriptive digital encoding takes advantage of the computer’s ability to store and process very large numbers of

discrete media elements. Although descriptive encoding usually resultsin larger file sizes, it is often the preferred
method for representing natural scenes and sounds. It also supports very detailed editing. Bitmapped images and
sampled sound are the most common examples of descriptive encoding.

The second approach to encoding digital media takes advantage of another property of computers —their ability to
execute commands. Rather than storing a detailed listing of constituent elements, the command approach stores a set
ofinstructions that the computer then follows to produce digital images and sounds. These instructions, like all
aspects of digital computing, are encoded as bits and bytes.

Sounds can be encoded as commands by specifying musical actions, such as striking a particular organ key with a
certainforce and duration. Thisis the approach used in the popular MIDI format (Musical Instrument Digital
Interface; see Chapter 7). A MIDI file stores the commands used to produce sounds, rather than the sounds
themselves. Asthe computer executes the commands, specialized software and hardware

(sequencers and synthesizers) produce the corresponding sounds. Command-based sound is usually described

as synthesized sound, sound “put together” by the computer. Similarly, digital images can be encoded as drawing
commands. For example, commands might specify that a hexagonbe drawn at a particular screenlocation, using one
color for a border and another forits fill (see Chapter 6). Draw programs, such as Adobe Illustrator, produce images
using the command-based approach.

Command-based media have important advantages over their descriptive counterparts. File sizes are usually much
smaller, making them particularly useful in applications with limited bandwidth, as is oftenthe case on the Web. They
can also be scaled without introducing distortion, unlike most descriptive media. For instance, the size of an image can
be increased without introducing “jaggies,” the “stairstep” effect especially evident o n diagonal lines when bitmapped
images are enlarged. Similarly, the length of a synthesized sound can be changed without affecting pitch. On the other
hand, it is usually more difficult to produce complex, natural media using the command approach. Photographs, or the
human voice, for example, are usually more effectively encoded descriptively.

The distinctions between descriptions and commands for encoding digital media will recur throughout our
consideration of the various media included in modern multimedia applications.

Macromedia Flash, a popular authoring application for the Web, uses command-based graphics to lower file sizes and
speed the delivery of animations.

2.6 File Compression

A digital file can easily become very large. This is particularly true when the file involves description-based graphics,
sound, and video. An800 x 600 computer monitor displays 480,000 picture elements. At photo -quality resolution,
each of these is represented with 24 bits. Thisrequires the computer to store, read, and process over eleven million
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bits, or approximately 1.4 megabytes, of information. A video presents 30 of these images every second and adds
sound as well. At well over 30 megabytes per second, this stream of digital data would quickly overwhelm the memory
and processing capabilities of most personal computers.

StuffIt, WinZip, PKZIP are common compression utilities.

Fortunately, the size of digital files can be significantly reduced by file compression. Compression is the process of
re-encoding digital data to reduce file size. A specialized program called a codec (for COmpressor/ DECompressor)
changes the original file to the smaller version and then decompressesit to again present the data in a usable form. A
basic understanding of compressionis particularly important in multimedia development for two reasons. First,
compression is one of the major strategies developersuse to reduce file sizes. Reducing file size leads to more efficient
multimedia applications and is often essential for effective delivery onthe Web. Second, the choice of a particular form
of compression can dramatically affect media quality, and the range of compression choicesislarge and constantly
evolving. Developers need to understand the fundamentals of compression to select the most appropriate option.

There are two major types of compression: lossy and lossless. In lossy compression, the number of bits in the
original file is reduced and some data is lost. Lossy compressionis not an option for files consisting of text and
numbers, so-called alphanumeric information. Losing a single letter or number could easily alter the meaning of the
data. However, itis often possible to maintain high-quality images or sounds with less data than was originally
present. Lossless compression substitutes a more efficient encoding to reduce the file size while preservingall of
the original data. When the file is decompressed it will be identical to the original. Two examples can help to clarify the
nature of compression generally and, especially, the differences betweenlossy and lossless techniques.

Lossy Compression—MP3

MP3 is a sound file format that incorporateslossy compression. Itis part of a much broader set of compression
standards established by the Motion Picture Experts Group (MPEG). MP3 (for MPEG1, audio level 3) achieved its
initial popularity because it made it possible to transmit near CD-quality sound files over the Web. Without
compression, the transmission of an original CD fileis not practical for most web users. The CD-Audio standard uses
16-bit samples of the original music taken 44,100 times per second for each of two stereo channels. Thisresultsin files
that contain 1,411,200 bits of information for each second of sound (44,100 samples x 16 bits per sample x 2
channels). A 56 Kb modem would take approximately 25 seconds to receive this single second of sound (1,411,200 bits
/ 56,000 bits/second). At this data-transfer rate, a 3-minute song takes more than an hour to download. MP3 files
compress this information, producinga file that is approximately 12 times smaller than the original. A modem could
then download the compressed file in a few minutes. While today’s broadband connections have dramatically
increased download speeds for most users, MP3 remains an important, widely used format.

MP3 analyzes the sound file and discards data that is not critical for high-quality playback. For example, it removes
frequencies above the range of human hearing. It may also evaluate two sounds playing at the same time and eliminate
the softer sound. These types of data can be eliminated without significant impact on quality. The resultis a lossy
compression, because some informationis discarded, but one that maintains near CD-quality performance.

MP3 and Portable Music

MP3 also helped revolutionize portable music players. One megabyte can hold approximately one minute of MP3
sound. This allows iPods and other MP3 players to store hundreds of songs.

Lossless Compression—Run Length Encoding

One of the simpler strategiesto achieve lossless compressionisrun length encoding (RLE). Run length encoding is
sometimes used to compress bitmapped image files, such as the Windows PCX format. Asnoted previously,
bitmapped images can easily become very large because each pixelis represented with a series of bits that provide
information aboutits color. Runlength encoding generates a code to “flag” the beginning of a line of pixels of the same
color. That colorinformationis then recorded just once for each pixel. In effect, RLE tells the computerto repeat a
color for a given number of adjacent pixelsrather than repeating the same information for each pixel over and over.
The RLE compressed file will be smaller, but it will retain all the original image data—itis “lossless.”

2.7 Error Detection and Correction

Digital data consists of long strings of 0s and 1s. Changing or eliminating even a few of these bits can produce serious
distortions. There are a number of ways in which these distortions can occur. For example, the pits and lands of a CD
can be altered by a scratch or dust, or the magnetized surface of a zip disk can be affected by stray magnetismor by
heat. Data may also be lost or altered in electronic transmission. For digital data to be reliable, some means of
detecting and correcting errors must be found.



There are many strategies for error detection and correction and, like compression, the multimedia developer seldom
has occasionto enter very deeply into this specialized area. On the other hand, the storage requirements for data in
various formats (such as CD and DVD) are significantly affected by the need to add code for detecting and correcting
errors, and it is useful to understand the basics of its operation.

The first challenge in ensuring reliable digital informationis to find a means of detectingan error. A simple strategy
for doing this is the parity bit. A parity bitis an extrabitadded to a data code to maintain either an evenoran odd
number of 1s in the code. In this approach, the number of 1 bits in each block of data is counted. An extrabitis then
added to make the total number of 1 bits either odd or even. The added bit is called a parity bit. If the number of 1 bits
is intended to be odd, the coding scheme is calledodd parity; even numbers of 1s are even parity. For example, the
ASCII code for theletter A is 01000001. This code has an even number of 1 bits (two). In an even parity system, the
parity bit added would be a 0 and the code for the letter would become 010000010. A letter such as C, with an ASCII
codeof 01000011, hasan odd number of 1 bits (three). In even parity, a1 would be added, producinga parity bit
encodingof 010000111.

On receipt of the data block, the bits are again counted. If the number of bits is not the expected odd or evenvalue
(depending on the parity being used), an error must have occurred. This simple system can detect many errors, but it
does have seriouslimitations. More advanced approaches are often used to detect errors. Once the error is detected,
the second challenge is to correct it with accurate data bits.

For some applications, such as data transmission, knowing an error occurred may be enough. The data error will
generate a request fromthe receiver to retransmit the flawed data item. The process continues until an error-free
message is received. This strategy will not work for all types of digital media, however. For example, accurate playback
of audio CDs requires immediate detection and correction of data errors. To accomplish this, error correction code is
added to reconstruct the original bit sequence. This requires redundant data in the bit stream, which increases data
storage requirements. It also dramatically improvesreliability. CD-Audio discs devote approximately one-third of their
storage to error detection and correction.

B E
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Ev en parity means that thenumber of 1 bits must be an even number. If itis, a 0 isadded. If it isn’t, a 1 bitis supplementary.

2.8 Advantages of Digital Data

A computeris a revolutionary form of machine because in principle it is universal —it can become virtually any kind of
information-processing device. By changing the computer’s instructions, or program, we can instantly change it from a
word processor to a photo editor, to a graphing calculator, to agame station, and so on, indefinitely.

Computers can also control the delivery of analog information. For instance, computers have beenused to control tape
decksorlaserdisc players displaying analog images. But the computer cannot edit those images while in their analog
form. The chief advantage of digital information is that it can be directly manipulated and transformed by a computer.
Thishas produced significant improvements in the reproduction, editing, integration, and distribution of a wide range
of media.

Reproduction

Digital information can be repeatedly copied with no loss of quality. All of the informationin the original file can be
preserved inthe copy, aswell as in copies of the copy, and so on. Thisis not true for analog formats such as videotapes.
A video copy does not preserve all the information of the master, and copies of copies soon produce significant
distortions, a process known as generation decay. Digital information supports full-fidelity copies with no
generationdecay.



Editing

One of the earliest examples of the editing advantages of digital information was word processing. Once words are
represented in a digital code, a computer program such as Word can readily apply changes of font and formatting as
well as operations such as searching, replacing, and spell-checking. These advantages soondrove typewriters fromthe
forefront of text preparation.

Similar advantages apply to other media. Analogediting of photostends to be slow and expensive, requiring
specialized equipment and techniques. Once a photo is in digital form, programs such as Adobe Photoshop or Corel
PaintShop Pro can be used to instantly change its size, crop it, change its brightness or contrast, add special effects
such as 3-D embossing, and so on. Digital informationis readily and inexpensively edited.

Integration

By definition, multimedia is focused on the integration of different media. This may be as simple as tying the sound of
a babbling brook to the image of a pristine mountain stream, or as complex asrelating a control input to changesin
the instruments and cockpit view of a flight simulator. This process is greatly simplified when all media are in a
commondigital format and can be stored and accessed by a single device, a digital computer. Itis sometimes
suggested that the computer has transformed multimedia into a sort of “unimedia” with digital code as its common
language. A sound in this new scheme is still different from a photo, but commontools and techniques based ondigital
manipulations can be applied to both. Cut, copy, and paste, for instance, were once restricted to text. With the
development of modern multimedia, these are common operations that are conducted in much the same way for all
media, allowing them to be readily combined in a single application.

Distribution

Distribution is one of the principal challengesin the evolution of modern multimedia. In the past, analog media such
as radio, TV, and print enjoyed considerable advantages over digital multimedia. Their well-developed infrastructures
and large customer bases allowed for rapid and widespread distribution of information. With the development and
partial standardization of CD-ROMs, distribution of large multimedia files became more practical. The development of
the Internet, particularly the World Wide Web, dramatically improved the distribution of digital information.

By the beginning of the 21st century it was evident that the future of all media was digital, and steps were underway to
guide massive analog information systems, such as television, into the digital age. The existence of widely accessible
digital networks, reachinginto virtually every corner of the globe, has produced an information distribution system of
unparalleled reach and scope. Not only can nearly everyone be reached, but nearly everyone canb e reached by anyone
else. Thelanguage of this revolutionary mediumis digital.

2.9 Digital Challenges

Giventhese advantages, digital data will continue to displace analog formats. This process doesinvolve significant
challenges, however. Among these are file sizes, processing demands, standardization, bandwidth, and preservation.
Each challenge will almost certainly be overcome with the further development of digital technology. But eachis also a
significant concernfor today’s multimedia developers.

File Sizes

Digitization often producesvery large files. This is particularly true of dynamic media, that is, media that changes over
time, such as sound or video. A minute of CD-quality sound produces a file of over 10 MB. A minute of uncompressed
full-screen, full-fidelity (24 -bit) video takes up approximately 1.7 GB. At these sizes, digitized dynamic media soon tax
the limits of available storage and processing in most personal computers.

Solutionsto the challenge of large file sizes involve improvements in hardware and software. Many of these focuson
compressing the original files. MPEG2, for instance, uses compression software in conjunction with specialized
hardware to reduce the size of video files. It compresses video at about a 150:1 ratio and still retains excellent quality.
Other solutionsinclude hard drives with storage capacitiesin the hundreds of gigabytes and optical technologies such
as DVD. DVD (digital versatile disc) uses an optical disc the same size as a CD-ROM but increases the storage capacity
fromthe CD’s 650 MB to a potential 17 GB. An extension of the DVD standard, blu-ray, increased storage to 50 GB per
disc based on four layers (see Chapter 3).

Processor Demand

Large digital files also burden a computer’s processor (see Chapter 3). Some forms of digitization are particularly
processing-intensive. Inthe final stages of producinga 3-D animation, computers must make many calculations. This
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process, called rendering, may take many hours, orin the case of lengthy and complex presentations, days and weeks,
to complete (see Chapter 9). In the case of the 3-D animated film Avatar, some individual frames would have required
100 hours of processing time from a single computer. At 24 frames per second, each second of the sequence would
require 100 daysto render. The producers met the rendering challenge with a “render farm” that combined 40,000
processorsina 10,000-square-foot, water-cooled data center. Inthe final stages of rendering the processorsran24
hours a day for over a month.

Standardization

The development of multimedia technology is a competitive processin which different organizations pursue a variety
of strategies to develop new software and hardware. As a result, a number of different conventions for encoding and
manipulating digital data are created. These are often incompatible: data formats that work with one type of
hardware or software do not work with others.

The absence of a common standard fragments the multimedia market and discourages the development of new
applications. Over time, a combination of market forces and the work of standards committees generally produce a
dominant standard. This, in turn, spurs the development of multimedia products and services. Inthe early stages of
CD technology, different computer manufacturers used different standards for encoding data. The development of a
common standard (ISO 9660) made it possible for most computers to access the information on any CD, thus
encouraging the development of many more multimedia applications.

Bandwidth

Communications networks, especially the World Wide Web and cellular data services, greatly facilitate the distribution
of digital multimedia. A basic challenge for network users is bandwidth. Bandwidth is the rate at which digital data
can be transmitted over a communication medium, or band. For instance, in a basic 56 Kb modem connection, the
medium is the twisted-pair copper wire of a telephone line and the data rate is 56 kilobits per second (56 Kbps, note
lowercase b). Fifty-six kilobits is just 7 bytes, a very slow data rate for large multimedia applications. Improvements
that have helped to meet the bandwidth challenge include dedicated digital lines such as T1 (1.54 Mbps), DSL (digital
subscriberline, up to 8 Mbps), cable modems (up to 52 Mbps), fiber optics (100 Mbps or more), and wireless networks
such as Bluetooth (2 Mbps), Wi-Fi (up to 54 Mbps)and 4G cellular (100 Mbps).

Preservation

As digital media continue to displace their analog counterparts, there is growing concern about the longevity and
future accessibility of digital data in all its many forms. Although digital encoding supports much more economical
and accessible modes of archiving, serious challenges remain in two key areas: (1) the durability and reliability oflong-
term storage media such as digital tape, CDs, and DVDs, and (2) the availability of the hardware and software
required to read the archived files. These are serious concerns for individuals and organizations alike. Individual
family members may have much less access to the digital photos of earlier generations than their ancestors had to the
analog prints preserved inalbums in drawers, closets, and attics. Governments, courts, hospitals, law firms, and
businesses of all kinds also clearly have a substantial stake in the preservation of digital data.

The challenges of preserving this data are already clear. Digital tapes must be periodically refreshed and the long-term
durability of optical formats, especially the recordable and rewritable variants, is not completely known. Other widely
used technologies, such as flash drives, are even more susceptible to degradation with repeated use. Thisis a widely
recognized problemand a subject of active research thatis likely to produce a better understanding of the prospects
for media longevity. Onthe other hand, each new technology will continue to raise these questions, and concerns
about media preservation are likely to continue.

The second major challenge is to also preserve access to, and operability on, archived digital data. For this, appropriate
hardware and software are essential. The rapid obsolescence of storage devices, processors, and software, including
both applications and operating systems, means that perfectly well-preserved files may no longer be readable. While it
may sometimes be possible to preserve older software and hardware in operating condition, far more promising
solutions are migration and emulation.Migrationis the process of updating digital data to a formthat can be read and
manipulated by current hardware and software. In the context of preservation, emulation is the use of a new
technology to reproduce the operability of an older one. In effect, newhardware and software mimic the capabilities of
their predecessors. Both migration and emulation pose demanding challenges with respect to issues such as file
compatibility and maintaining full interoperability, including the original functionality of advanced products such as
interactive multimedia applications.
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2.10 Summary

Data, or the observations, facts, and beliefs of experience, take two principal forms —analog and digital. Analogdata is
continuous and, in principle, infinitely divisible. Digital data is discrete—it is made up of indivisible units. Both analog
and digital data are composed of symbols, representations whose meanings are determined by conventions.

The symbolsused in modern digital data are the binary digits (or bits), 0 and 1. Eight-bit encodings called bytes are
fundamental to computing. The meanings of the strings of bits, or codes, used by computers are determined by
conventions such as file formats. Codes are designed to be both effective and efficient. Effective codes successfully
represent the desired range of data, while efficient codes conserve valuable computing resources. Effectiveness and
efficiency are closely tied to sample resolution, the number of bits used to represent a data item. Every additional bit
doubles the number of distinct data items that can be encoded, but it also increases demands on computer processing,
storage, and transmission.

Good file maintenance is important in multimedia development. Thisinvolvesidentification, categorization, and
preservation. Preserving original files from the specialized applications used to produce them is especially important
for future revisions and/or the creation of new products.

A computer can process only digital data. Analog data must be converted to a digital format before computers can
make use ofit. Many of the most important conceptsin multimedia development are concerned with this conversion
process, called digitization. Digitization is based on sampling, a process in which many separate measurements are
made of the continuously varying properties of analog media. Quantization, the rounding of the value of a sample to
the closest available value of the digital code, may produce distortionsin digital versions of analog phenomena.
Ensuring that the samples are represented with adequate bit depth (also known as sample resolution) can lessen these
effects. Sample rate, or the frequency with which samples are taken, also affects the quality of digitized media.

Media can also be directly created by the computer and digitally encoded. There are two major types of original digital
media—description-based and command-based. Description-based media are encodings of large numbers of media
elements—pixels forimages and amplitude samples for sound. Description-based media are especially appropriate for
the accurate representation of natural images and sounds such as photographs and human speech. Command-based
media are encoded as commands that the computer follows to generate the image or sound. Files for command-based
media are much smaller, offering significant advantages for delivery over the Web. They also have other advantages,
including distortion-free scalability.

High-quality digital media, especially dynamic media such as sound and video, can produce very large files. These
oftenrequire compression before they canbe practically incorporated in multimedia applications. Codecs compress
digital data files to reduce their size and then decompress them for display or playback. Some codecs are lossless —they
encode data more efficiently while preservingall of the original content. Others sacrifice data judged not to be
essential and are described as lossy.

Because the meaning of digital data can be dramatically changed with the loss of just a few bits, error detection and
correctionroutines often play animportant role in the transmission and playback of digital data. EDC/ECC (error
detection code/error correction code) can greatly improve the reliability of digital data.

Digital data has significant advantages related to reproduction, editing, integration, and distribution. It also poses
challenges such as file size, processor demand, standardization, bandwidth, and preservation.

Key Terms

Analogdata
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Digitization
Effective code
Efficient code
Extended ASCII
File

File compatibility
File conversion
File extension
File format
Generationdecay
Gigabyte
Incompatible
Information
Kilobyte

Lossless compression
Lossy compression
Megabyte

MP3

Native file format
Parity bit
Platform
Programfile
Quantization
RLE

Sample rate
Sample resolution
Sampled sound
Sampling
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Symbol
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Unicode

Review Questions

What is a symbol? Why is a bit considered a symbol?

. What is the difference between data and information?

. Why is an 8-bit code to designate the charactersin the English language effective? Isit efficient?
. Why is file compatibility important for multimedia development?
. Whatis a nativefile format? Give an example of such a format.

. Why shouldn’t you change a file named ziplt.exe to ziplt.jpg?

. What are the three main considerations for file maintenance?

. Whatis sampling?

. What is sample resolution?

. What is quantization?

. What is sample rate?

12. Why is sample rate oftenreferred to as spatial resolution?

13. Why is RLE compressionlossless?

14. Why do CD-Audio discs contain redundant data on the disc?

15. What is a codec?
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Discussion Questions

1. What is an efficient code? Why would a multimedia developer be concerned about using efficient codes?

2, Why are multimedia developers concerned about sample resolution and quantization when they scana full-color
photograph?

3. Explain the distinction between description-based and command-based forms of encoding digital media. Give an
advantage and disadvantage of each form of encoding.

4. What are the two major types of compression? Identify and explain which type is best for compressing an
encyclopedia. Identify and explain which type is best for compressing a digital photo of the ocean.

5. How does MP3 maintain audio quality while also significantly reducingfile sizes? Explain two specific strategies.
6. Identify and briefly describe two advantages and two challenges in the use of digital information.
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Computer Hardware

Topicsyouwill explore include:

B Computer Systems

m Supercomputer

m Mainframe

m Personal

m Computer Platforms

B Hardware Components
m System Unit

= CPU

= Primary Memory

= ExpansionPorts

B Peripheral Devices

m Secondary Storage Options
= Magnetic

= Solid State

= Optical

m Input Devices

= Qutput Devices

B Networks

B TAN

B WAN



B Internet

Computer technology has transformed our lives for over 50 years. Firstintroduced to alleviate the tedious work of
calculatinglong data tables for the military, we now find computers recording and processingevery aspect of our daily
activity. The modern computer is no longer just a numeric calculator;itis a multimedia device that displaysimages,
sound, and video through operating systems and applications that give the user unprecedented control over
information. Visionaries such as Alan Turingand Vannevar Bush articulated the direction for such computers, but it
was the development of microelectronics that brought multimedia to our desktops. Powerful computing devices make
multimedia applications possible. They capture and convert input from various analog sources, process and store the
digital data, and outputin waysthat empower users to create, distribute, search, and share information as never
before. Hardware powers the development and delivery of multimedia.

In this chapter you will explore the basic components of a computer system including the peripheral devices used for
developing multimedia applications. Developers are concerned about the performance features of not only the

processor, butalso all input, storage, and output devices. After completing this chapter you should understand:
B Componentsofa computer system

B Typesofcomputer systems

B Functions and components of the central processing unit (CPU)

B Functions of the systemboard and hardware interface

B Peripheral devices and performance criteria for:

m Secondary storage

m Input

m Output

B Network fundamentals



3.1 Computer Systems

A computer system is an integrated set of hardware and software designed to process data and produce a
meaningful result. Every computer performs the basic functions of input, processing, storage, output,

and transmission of data. Instructions and data are entered, processed into results that are stored for later use, and
outputin a useful format. Computers are connected to a larger network system for transmission of data and
information.

Computer hardware is organized according to these basic functions. The system unit focuses on processing, whereas a
variety of peripheral devices facilitate input, output, storage, and communication.

Types of Computer Systems

Computers are oftenidentified by their size and power. Common categories of computer systems

include supercomputers, mainframes, and microcomputers. Size traditionally refers to the computer’s physical mass,
whereas power refers to the computer’s speed and the complexity of calculations it can carry out. Originally,
mainframe computers were physically much larger than desktop microcomputers. Size is now less significant, because
microelectronics can package very powerful systemsinvery small spaces.

Supercomputers are the most advanced, powerful, and expensive computers of the day. They are characterized as
having the fastest processing speeds and performingthe most complex calculations. Today those speeds canreach
quadrillions of calculations per second; tomorrow they will be even faster. Supercomputers are unlocking many
mysteries of our universe. They are widely used in scientific research, artificial intelligence, defense systems, and
industrial design. More recently, they have been applied to multimedia development. For instance, in the film
industry, supercomputers are used to carry out the rendering operations that transform digital animations into
magical three-dimensional worlds.

Supercomputer speed and power can be achieved by uniting individual CPUs through a network of distributed
computers. The Berkeley Open Infrastructure for Network Computing (BOINC) sponsors open source software for
volunteer computing and grid computing to tackle complex research projects. In 2012, BOINCreported sharing over
400,000 computers that delivered 6.4 38 PetaFLOPS of computing power. See http://boinc.berkeley.edu/.

A mainframe computerisan advanced multiuser machine typically used to manage the databases, financial
transactions, and communications of large organizations such as banks, hospitals, retail stores, insurance companies,
and government offices. While these applications don’t require the computational complexity of supercomputers,
mainframes are still very powerful: they can processbillions of instructions per second, support hundreds of users,
and store terabytes (trillions of bytes) of data. Supercomputers and mainframes are very expensive and require a
support staff to maintain daily operations. These computer systems are vital to the performance of many daily tasks
but it was the personal computer that transformed the way most of us think and work.

A personal computer (PC) is a system that uses a microprocessor to provide computing to a single user. Personal
computers have many different names and configurations including microcomputer, laptop, desktop, and tablet
(Figure 3.1). The first personal computers were developed in 1975 by computing enthusiasts who wanted their own
computer rather than share a large centralized mainframe. Their efforts were energized in 1971 when Intel introduced
the microprocessor. Amicroprocessorisa single silicon chip that contains all the elements of a central processing
unit (CPU). This miniature CPU was not as powerful as a mainframe, but it was much smaller and cheaper. It was
perfect for asingle user who wanted computing capability on the desktop.

Altair, the first microcomputer, appeared in 19775 and launched the microcomputer revolution. In1977, Commodore
Petand AppleIIfollowed. The IBM PC appearedin 1981.IBM used the Intel microprocessor to build office computers
for word processing, spreadsheets, and databases. These applications focused ontext-based datato improve business
productivity.

On January 24,1984, Apple introduced a different type of microcomputer, which relied on images and sound to
interact with the user. Steve Jobs and Stephen Wozniak captured the visions of Bush, Engelbart, and Kay when they
delivered the first commercial multimedia computer. The Macintosh used an operating system with a graphical
interface that resembled a standard desktop complete with folders and a trash can. It relied on a mouse to manipulate
data and programs. [tincluded sound capabilities and dramatically introduced itself at the January 1984 debut. From
that day on, advances in hardware technology supported the development of multimedia computing. Today’s
microcomputer isin every way a multimedia machine.
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Figure 3.1 Common microcomputer sy stems.
3.2 Computer Platforms

Computers have fundamental differences based on the hardware components, such as processors, and the operating
systems that they use. Anoperating systemis the software that manages the computer’sresources and executes
application programs. The combination of hardware and operating systemis often called the computer platform.

Microcomputer Platforms

The two most common microcomputer platforms are Macintosh and Windows-based PCs. The Macintosh platform
utilizes hardware developed by Apple. Apple defines the hardware specifications and develops the operating sy stem to
control the hardware. Apple currently manufacturers multimedia computers in several configurations: MacBook (end
user laptop),iMac (end user desktop), and Mac Pro (developer system).The most popular personal computer today is a
Windows/PCplatform. These microcomputers utilize the Windows operating system developed by Microsoft. Many
companies, such as Dell, Gateway, HP, and Sony, build Windows/PC computers. You might even build one yourself, as
the hardware components are readily available from a variety of manufacturers.

Understanding the distinctions between computer platforms isimportant for multimedia development. Developers
who plan toreach a wide market are concerned aboutcross-platform compatibility, the ability of an application to
run on different hardware and operating systems. For example, images that are saved in a color palette and file format
optimized for the Windows/PC platform may appear distorted ona Macintosh computer. Font technologies and
typeface families also vary between the two platforms. Advances are underway to standardize digital media formatsso
they can be utilized on both platforms. Adobe Acrobat, nowin widespread use, provides one successful cross-platform
format for text and images. The World Wide Web is a major catalyst for defining data formats so that they can be
viewed on any computer through network connections and a browser.

Mobile Computing Platforms

Mobile computing platforms are the result of the continuing miniaturization of computers and the merger of
computing and telephone technologies. Mobile computing devices include lighter personal computers, special purpose
e-readers, and tablet computers, as well as smartphones networked through Wi-Fi or 3G/4Gtechnologies.
Applications designed for traditional Mac and Windows platforms must now take into consideration mobile devices
based around the Google Android OS, Apple iOS, Blackberry OS, and a wide array of proprietary systems, many built
around the Linux operating system. The proliferation of mobile computing devices has dramatically increased
opportunities for multimedia developers while also posing the challenge of creating applications that meet the
requirements of a variety of mobile platforms.
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3.3 Computer Hardware Basics

Computer hardware is divided into two main categories: the system unit and peripherals. The system unit contains
the electronic components used to process and temporarily store data and instructions (Figure 3.2). These
componentsinclude the central processing unit, primary memory, and the systemboard. Peripheral devicesare
hardware used for input, auxiliary storage, display, and communication. These are attached to the system unit through
a hardware interface that carries digital data to and from main memory and processors.

System Unit

Central Processing Unit The most important component of any electronic computer is the central processing unit.
A CPU is a complex integration of millions of transistors that execute program instructions and manipulate data. The
Intel 10-Core Xeon houses over 2.6 billion transistors within a tiny 2-inch chip. This ability to storea CPU on a single
silicon chip ushered in the age of personal computers.

The CPU has three essential sets of transistors that work together in processing digital data: a control unit, an
arithmeticlogic unit, and registers. The control unit directs the flow of data and instructions within the processor
and electronic memory. The arithmeticlogic unit (ALU) contains programmed transistors that perform
mathematical and logical calculations on the data. The registers are special transistors that store data and
instructions as they are being manipulated by the controlunit and ALU. New microprocessors also have additional
high-speed memory called cache, on the chip to store frequently used data and instructions.

The System Unit and the Box

Many refer to the rectangular box of the computer as the systemunit. In fact, that “box” can contain several peripheral
devicessuchas hard drives, optical drives, and even the monitor. As computer sizes shrink, manufacturers combine
peripherals with the system unit in a single container.

Processing dataand instructions are managed in a machine cycle. The machine cycle includes four stepsthata
processor carries out for eachinstruction: fetch, decode, execute, and store (Figure 3.3). The control unit fetches data
and instructions froma part of the computer’s memory called RAM (random access memory). It transports the digital
bits through an electronic bus, stores the instructionin registers, and decodes the instruction for the arithmetic logic
unit. The ALU executes the instruction and returns the result to an accumulator register and storage register. When
one machine-level instructionis completed, a second one is sent through the cycle. Eventually there is an instruction
to store the results and the control unit moves data fromits temporary storage register to a specific addressin RAM.
Various performance features of the CPU determine the efficiency of this basic machine cycle. These include clock
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speed, word size, bus width, and techniques such as pipelining, RISC processing, multiprocessing, and multicore
technology.

Figure 3.3 Sequential processing steps.

Clock Speed Aninternal system clock synchronizes the machine cycle. On each clock tick, the CP U executes another
instruction. Clock speed is the rate at which the CPU carries out its basic instructions. Computers execute
instructions very rapidly, at speeds measured in hertz. One hertz is one cycle per second. Microcomputer clock speed
is measured in megahertz (MHz, millions of cycles/second) or gigahertz(GHz, billions of cycles/second). Newer chip
set designs combined with faster electronic storage are making it difficult to rate CPU performance solely on clock
speed (Table 3.1). Increasing internal clock speed is just one method of improving the performance of a CPU. Other
performance features must also be optimized to take full advantage of the processor’s power.

Word Size One important factor that contributesto CPU power is the amount of data or instructions that are moved
through a processor in one machine cycle. Word sizerefers to the group of bits that a processor can manipulate as a
unit in one machine cycle. A 64 -bit processor can manipulate 64 bits (or 8 bytes) of data at one time, clearly an
advantage over a 32-bit (4 bytes) processor.

Table 3.1 Sample Processor Ratings

Microprocessor Transistors  Clock Speed Word Size

Intel Pentium IV 42 million 24GHz 32 bit
AMD Athlon64 105.9 million 2.26GHz 32 bit
AMD K10 758 million 1.6 GHz 64 bit
Intel i7 Quad 731 million 293 GHz 64 bit
Intel Atom 2540 47 million 1.86 GHz 64 bit
Intel 17 Six Core 2.2 billion 39GHz 64 bit

Bus Width Another performance factor is the width ofthe systembus between the processor and memory. A bus is an
electronic path for the flow of data. The system busis an electronic pathway between the CPU, memory, and other
system components. The processor has two bus connections to memory: the data bus and the address bus. The data
bus is the set of pathways that carries the actual data between memory and the CPU. A 64 -bit data bus can move 8
bytes of data to the processor inthe same machine cycle. The databus width should be matched to the word size o f the
CPU for optimum performance.

The address bus is the electronic pathway that carries information about the memory locations of data. The width of
the address bus determines how much potential memory a processor canrecognize. Larger address buses mean the
processor canaddress more memory. Processors that use a 64 -bit address bus can access a potential of 16 GB of
memory (2«). The processor’s ability to access alarge address space is important for multimedia applications. Digital
video, sound, and images produce large data files. Larger address buses support faster multimedia processing by
allowing these files to be moved fromhard drives, CD-ROMs, DVDs, and other peripheral storage devices to the
computer’s electronic memory where they canbe processed and displayed faster.

Pipelining Microprocessor manufacturers such as Intel, Motorola, and IBM utilize additional techniques to maximize
the CPU’s speed. Pipelining increases CPU efficiency by reading an instruction, starting processing, and reading
another instruction before finishing the previous one. Using pipelining, different steps of the machine cycle canbe
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carried out on several instructions simultaneously (Figure 3.4). Thisreduces CPU idle time and increases the speed at
which instructions can be executed.

RISC Processing RISC (reduced instruction set computer) chips also increase overall speed of the CPU. RISC chips
eliminate complex embedded microcode instructions and replace them with a simpler set of instructions for executing
the most common commands used by the processor. These common commands are combined to carry out the less
frequent, more complex processing tasks. This results in faster overall processing of routine operations. RISC
technology is found in many microprocessors and is rapidly expanding to mobile phone processors.

Machine Cycle (without pipelining)

Fetch Decode Execute Store Fetch Decods Execute Store

- >

Instruction 1 Instruction 2

Machine Cycle (with pipelining)
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__B| ’
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Figure 3.4 Modern processors support pipeliningto increase the performance of the processor. In pipelining, instructions are sent to the processor
in stages.

Multiprocessing Multiprocessing can also improve system performance. Multiprocessing is a combination of
multiple processors onthe systemboard that execute instructions simultaneously. There are several approaches to
multiprocessing. Computers may have a CPU and math coprocessor or graphics coprocessor working together to
increase the overall performance of a system. The Apple G5 computer has dual processors that speed CPU operations
using 64-bit chips, reaching processing power comparable to a supercomputer. Multimedia development may also
employ parallel processing, a technique of linking multiple processorsto operate at the same time on a single task.
Parallel processingis often used to speed the final stage of 3-D animation, known as rendering. DreamWorks
employed a “render farm” of over 1000 HP ProLiant DL145 servers to render the daily versions of its animated

films Shrek 2 and Madagascar.

Microcode is a programming technique for implementing the instructionset of a processor. An instruction set is
the set of instructions that a processor can carry out.

Multicore Technology Multicore processors are anincreasingly popular approach to multiprocessingin personal
computers. A processor core isa CPU’s “computational engine,” that is, those components that directly execute
instructions. Older processors were single core. The CPU was built around a single computational engine that fetched
and executed each command in the pipeline as fast as it could. To improve processing capacity, engineers increased
clock speeds and made other improvements that added transistorsto the CPU. However, the extraelectronics
increased the heat on the chip and did not achieve the performance gains necessary for current computing demands.
Manufacturerslooked for a different strategy to increase processing speeds while reducing heat and improving energy
efficiency. The result was the multicore architecture.

Multicore technology combines two or more processor cores and cache memory ona single integrated circuit. A
dual-core processor hastwo execution cores and two L2 memory caches. These two “cores” work together
simultaneously to carry out different tasks. More cores canbe added to further improve computer re sponse time for
increasingly complex operations. Toachieve these computing gains however, the operating system and applications
must be adjusted to take advantage of the multiple cores using a technique called multithreading, or passing tasks
simultaneously to different coresto execute.

Multicore processors can significantly improve performance in multitasking work environments where one processor
core canaddress one task while a second task is completed by another core. For example, one core might be directed to
writing a DVD and a second one to editing images in Photoshop. A multicore processor would execute both tasks faster
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because each core could address a separate task. This can speed the process of multimedia development. The
technology also has benefits for multimedia playback, particularly for graphics-intensive applications. Multicore
processors are used in many video gaming consoles where they speed real-time rendering of complex graphics and
playerinteractions.

Thefetch/execute cycle of the CPU is optimized by a variety of techniques to increase speed and deal with more
complex data types. By increasing clock speed, word size, and the systembus, the control unitand ALU can process
data faster. New developments in pipelining, multiprocessing, and multicore chips are producing faster processors
that can handle increasingly complex commands for manipulating multimedia data.

Research continues to improve the speed and performance of the CPU. Moore’s Law suggests that manufacturers can
double the speed of a processor every 18 months. Future computers may use nanotechnology to achieve smaller and
faster processors. Reliance on electronics may be replaced with optical circuitry to increase the speed of processing to
“light speed.” Whatever the technique, we can expect new computer processors to continue to show improvementsin
performance.

Nanotechnology: Manufactured objects are designed and built by the specification and placement of individual
atoms or molecules.

Primary Memory Modern computers operate with electricity. The CPU processes electrically and uses basic
instructions wired in the ALU’s electronics. Therefore, data and instructions directly manipulated by the CPU must
also be stored electronically. Primary memory is electronic storage that is directly addressed by the CPU.

There are several forms of primary memory ona computer system. Random access memory (RAM) consists of
addressable storage areas for data and instructionsin electronic format. This storage is volatile. Once electricity is
powered off, the contents are lost. While not suitable for long-term storage, RAM provides the fast, electronic access to
data and instructions required for processing by the CPU.

The amount of RAM storage is an important performance feature of computer systems. RAM is measured in units of
megabytes (MB) or gigabytes (GB). Personal computersused to develop and play complex multimedia should have as
much installed RAM as possible. Large RAM capacities are necessary to store the operating system, application
software, and data for multimedia processing. Modern multimedia operating systems use large amounts of electronic
storage. Current operating systems from Apple and Microsoft recommend 2 GB of RAM. The application software to
develop media also has large memory requirements. Developerslike to keep more than one program open in memory.
This practice of multitasking (running more than one program simultaneously) consumeslarge amounts of RAM. In
addition, multimedia data files are oftenvery large. Sound and video files, for example, can easily require 500 MB or
more of electronic storage. Larger capacities of RAM storage mean more data and applications can be open and readily
accessed by the CPU. This translates to greater efficiency in the development and delivery of multimedia applications.

A second form of primary memory is read-only memory (ROM). ROM is a special form of nonvolatile electronic
storage that contains frequently used instructions for the CPU. These commands are hardwired or embedded in the
chip by the manufacturer; they canbe read, but not changed. The instructions perform essential system checks and
load the operating system from disk storage into RAM. ROM is activated when the power is on. The embedded

instructions do not disappear when the poweris off, unlike RAM storage.

A third form of electronic memory is called cache storage. This high-speed electronic storage optimizes microprocessor
speed by storing frequently used data and instructions close to the processor. Thisreduces the time it takes to locate
and transport data from RAM. Primary cache (Level 1)is on the actual CPU chip. Level 2 cache is positioned between
the CPU and RAM. It has higher capacity than primary cache onthe CPU, but less capacity than RAM. Neither Level 1
nor Level 2 cache storage adds to the overall total of available RAM. However, cache is an important feature that
improves processor performance.

System Board The system board (also called the motherboard) is the main circuit board, or the electrical
foundation of the computer. In additionto CPU, RAM, and ROM chips, the systemboard contains the following:

B Expansionslots to add memory and hardware devices

B Special purpose chips that convert analog signals to digital format
B Video cardto control the display monitor

B Power supply

B I/Ointerface portsto capture and send data to peripheral devices



Multimedia computers are equipped with many built-in devices, but often a developer may want additional hard
drives, a DVD burner, or a second video board, for example. Many computers have expansionslotsto add these
hardware components; others have limited or no expansion capability at all. An alternative to adding devices directly
on the systemboardis to plug external devicesinto aninterface port.

Hardware Interface A hardware interface is a point of union between the systemunit and a peripheral device.
Data flows through the interface between the systemboard and peripheral devicesin a serial or parallel path. Serial
data transmission is a single stream of bits. One wire sends the bits and another wire returns the bits. This method
is generally used for devices that don’t transfer large volumes of data, such as a keyboard, mouse, or modem. Parallel
data transmission is a series of bits transferred simultaneously. Each bit has its own wire in a parallel path. Parallel
connections may move 8 or more bits of data at once, thus increasing the amount of data transferredin a given
amount of time. Interface ports are connections to add peripheral devices to the systemboard (Figure 3.5). They are
generally located behind the system unit cabinet or on the sides of portable computers. Current microcomputers are
equipped with USB (Universal Serial Bus), FireWire IEEE 1394 ), audio, video, and Ethernet ports.
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Figure 3.5 Interface ports for MacBook Pro.

Universal Serial Bus (USB) is an input/output bus to transfer data at higher speedsthan older serial and parallel
interfaces. USB has several advantages over previous bus systems. First, it is a widely supported standard. This
simplifies purchasing external devices. A USB device can pluginto any USB port, whether on an Apple or PC. Second,
a USB cabling system createsits own independent bus where up to 127 devices can be daisy -chained together and
share a single port on the microcomputer. Third, USB devices are “hot swappable.” A USB device canbe disconnected
and another device swapped (plugged) into the system without restartingthe computer. Fourth, USB devices canbe
powered through the interface port rather than a separate power supply. This greatly reduces the number of power
adapters (or “wall-warts” as they’ve been called) that clogup power strips. Finally, USB has faster data transfer. USB
transmits data at speeds of 12 Mbps (megabits per second) compared to the RS-232Cspeeds of 115.2 Kbps (kilobits per
second). USB devices such as printers, scanners, zip drives, and keyboardsbenefit from faster transmission rates. The
USB 2.0 standard introduced even faster transmission rates (4 80 Mbps) for devices that require higher rates of
transmission such as MP3 players, removable hard drives, and DVDs.

IEEE 1394 (named FireWire by Apple)is a high-speed serial interface standard with data-transfer rates of 400 Mbps
over cablesup to 4.5 metersin length. It has its own bus systemthat can daisy chain up to 63 devices. Like USB,
FireWire devices are hot swappable and power for these devicesis drawn from the FireWire port. These ports are most
oftenfound on digital video cameras or large capacity external hard drives. A further development of the standard,
FireWire 800, has twice the transfer speed and can maintain it across 100-meter cables. This opens efficient cabling
possibilities to capture digital video and/or audio from cameras placed significant distances from the computer
(Figure 3.6).

As the processing speed of CPUs increases, computer manufacturers continue to seek ways to increase the interface
speeds between the user and the systemboard. USB 3.0and Thunderbolt are the newest interfaces for connecting
peripheral devices to the systemboard.

Figure 3.6 USB, FireWire, and Thunderbolt cables.
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Codenamed SuperSpeed USB, the USB 3.0 standard offers faster transfer speeds than its predecessors. USB 3.0 can
deliver up to 4.8 Gbps and remain backward compatible to the USB 2.0 standard. High-bandwidth devicessuch as
camcorders, webcams, and Blu-ray burners, for example, will experience better performance using the USB 3.0
interface.

Thunderbolt was developed by Intel and introduced to the market by Apple. It offersthree main ad vantages over other
interfaces. First, Thunderbolt combines the transfer of both computer data, from devices such as hard drives, and
display data for additional monitors or projectors. This simplifies the interface by eliminating the need for a separate
video port. Second, Thunderbolt improves transfer speeds. It delivers simultaneous data and display transfer on a
single bidirectional cable at speeds of 10 Gbps, making it the fastest entry into computer interface design. Finally,
Thunderbolt increases the power available to peripheral devicesto 10 watts compared to USB 3.0’s 4.5 watts. Table
3.2 summarizes transmission rates for the various standards.

Table 3.2 Transmission Rates for Common Interface Standards

Serial Port 115 Kbps
Standard Parallel Port 115 Kbps

USB 12 Mbps

USB 2.0 480 Mbps

USB 3.0 5 Gbps

IEEE 1394 or FireWire 100—400 Mbps
FireWire 800 800 Mbps
Thunderbolt 1 0Gbps

Peripheral Devices

Peripheral devices are the hardware components that input, output, and permanently store data and applications for
computer processing. Although oftenlocated close to the system unit, they are outside the main processing circuitry
and thus are considered peripheral (Figure 3.7). The functions and performance characteristics of peripherals are
important considerations both for multimedia users, who may want the best display device for a video game, and for
developers, who seek high-performance data capture and access.

Secondary Storage Devices Computer systems are not complete without a means of storing data and instructions
for future use. Random access memory is essential for the CPU to process data and instructions electronically, but
RAM s volatile. Once the power is off, memory is cleared and data is lost. Secondary storage is the media that holds
data and instructions outside the system unit for long periods of time. Itis also called external storage or auxiliary
storage to distinguish it from primary electronic storage inside the systemunit. Early forms of secondary storage were
paper tape, punched cards, and magnetic tape. Secondary storage nowincludes hard disks with gigabyte capacities,
optical discs that deliver high-fidelity multimedia, and a wide array of portable storage ranging from zip disks to flash
drives, as well as portable music players and smartphones (Figure 3.8).

Figure 3.7 Withthe miniaturization of today’s mobile computing devices, the peripherals may not seem so distant. Smart phones and tablet
com puters embed display and input into the single-sy stem device.
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Secondary storage has several advantages over primary electronic storage. In addition to being nonvolatile, secondary
storage s easily expandable and portable. If one disk fills with data, another disk is readily available. Data and
applications are easily distributed and shared through secondary storage media such as CDs, DVDs, flash drives, or zip
disks. Each of these addresses one or more of the five main uses of secondary

storage: saving, backup, distribution, transport, and archiving.

The most obvious use of secondary storage is to save the data that is in electronic memory for further processing.
Multimedia developers frequently save data files to hard drives or other devices as they work. They knowthat RAM is
volatile and that hours of effort canbe lostin an instant with a system crash or power failure. Important performance
criteriafor savinginclude capacity, access time, and transfer rate. Storage capacity is the amount of digital data,
measured in bytes, that a device canrecord. Multimedia developers require high storage capacities for large media
files such as digital video. Access time is the time needed to locate data on the storage device. Transfer

rate measures the speed at which data moves between secondary storage and RAM. Faster access times and transfer
rates mean less time waiting for data and applicationsto load into RAM. This speed is especially important if
developers are working with large sound or video files where fast access to data editing and playback is essential.

Another use of secondary storageisto backup entire hard drives or important volumes on the hard drive. Data is a
major asset for most organizations. It must be preserved inthe event of damaged drives, theft, system crashes, viruses,
or natural disasters. Backup systems should have large storage capacities and be able to transfer data quickly.
Frequently, ahard driveis backed up to another hard drive because both have large capacities and fast transfer rates.
Users should also consider backing up important data files to other devices, such as a zip disk, flash drive, or DVD, on
aroutine schedule. To further protect the data, the backup should be stored in another location, preferably off-site.

Figure 3.8 The iPod is also a popularstorage device. In addition to holdingh oursof music and video, theiPod canplug into a USB port to record
data for transport.

A third use of secondary storage is distribution of data and applications. Networks improve data sharing over
communicationlines, but data portability cannot be restricted to network connections. Data and applications can also
be distributed by “snail mail” or as retail products such as “shrink-wrap” software. CDs, for example, are cheap to
produce, have long storage life, and are lightweight. Most computers canread the disc, which makes them a good
choice to distribute applications and data. Performance features to consider in distributing secondary mediainclude
cost, weight, data integrity, and adherence to standards for playback.

In addition to distributing data and applications, secondary storage media transport digital content. Commonly called
“sneaker-net,” users can carry their digital files on portable media such as flash drives. Adequate capacity and the
ability to withstand temperature extremes, magnetic fields, and the wear and tear of a duffel bag are important criteria
for digital data on the move.

Finally, a fifth use of secondary storageisto archive digital information for long-term preservation. Digital files
abound in all the transactions of daily life, and schools, hospitals, governments, businesses, and other organizations
must preserve themforlegal and historical purposes. Inthe past, this meant large vaults of file folders. Later, these
files were transferred to tape and stored in special tape libraries. Archived data requires storage media with massive
and expandable capacity, medialongevity, and security. These include RAID (redundant array of independent disks)
drives, WORM (write once, read many) optical disk library systems, and digital tape.



The secondary storage devices fall into three broad categories based on the underlying technology used to represent
digital data: magnetic, optical, or solid state.

Magnetic Storage Magnetic storage devicesrecord and/or read digital content in magnetic form. Early
microcomputers used floppy disks for magnetic storage. These were thin plastic disks with a coating of iron oxide that
couldbe insertedin a floppy drive mechanism. They were light and easily transportable but very limited in storage
capacity (1.4 MBperdisk). Later, cartridge drives such as the zip drive provided removable media with larger
capacities (100 MB, 250 MB, and 750 MB) (Figure 3.9). Although zip cartridges and similar media are still in use, they
havelargely beenreplaced with solid-state devices such as USB flash sticks. Magnetic storage is now found principally
in internal and portable hard drives.

Figure 3.9 Zip cartridges.

Hard drives are composed of rigid platters mounted on a spindle in an enclosed drive container. The container
regulates air pressure and filtersthe air that enters the drive to protectit from dust and other contaminants. A drive
motor rotates disks at speeds of 7200 revolutions per minute (rpm) or more. The drivesrecord bits on a disk platter as
positive or negative magnetic fields. Access arms with read/write heads move between platters to read tracks on both
top and bottom surfaces (Figure 3.10). Data is stored on these plattersin addressable tracks and sectors defined by the
operating system. A trackis a circular path along which data is stored. Sectors are pie-shaped logical divisions of a
track (Figure 3.11). Each sector holds a designated amount of data (traditionally 512 bytes; more recently 4096 bytes).
The number of tracks and sectors determine the drive’s storage potential. Hard-disk units built inside the computer
system have capacities ranging from gigabytesto terabytes, but even these disks quickly fill with large multimedia data
files, applications, and modern graphics-based operating systems.

-

FSgad/Write head

Disk Platter

Figure 3.10 Disk platters arerotated on a spindle. The access arms moveto a track location and theread/write h ead transfers datato and from
RAM.

Figure 3.11 Track/sector addressingscheme for magnetic storage.
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Figure 3.12 External hard drives.

External hard drives supplement the fixed hard drive capacity while providing data portability and security. These
drives often use FireWire or Thunderbolt for high-speed data transfer to the system unit. They are commonly used to
back up and secure data, or store and edit large projects such as digital video (Figure 3.12).

Magnetic media can provide large-capacity storage and rapid data access and transfer. Magnetic storage is also
economical. Prices are currently under 10 cents per gigabyte and they continue to drop. But magnetic storage also has
several disadvantages, not the least of which is its limited durability. Magnetism is easily destroyed or weakened over
time, resulting in damaged or lost data unless backups are done frequently. See Table 3.3 for sample performance
measures of magnetic storage.

Optical Storage Optical storage uses laser technology to read and write data on specially coated reflective discs. The
origins of optical storage can be traced to the early 1980s.

In 1982, the CD (compact disc) revolutionized the music industry and spurred the development of multimedia
applications. Philips and Sony first developed CDs to replace vinyl records with a medium that could deliver high -
quality sound on a small, lightweight platter. LP (long-playing) records were limited to 4 5 minutes of analog music.
Sound quality was governed by the condition of the record and the needle, and records themselves were bulky and
difficult to manage. Portable music was restricted to tapes, also easily susceptible to damage. Compact disc storage and
digital music provided a medium for permanent, high-fidelity recordings. CDs were designed to hold a full 74 minutes
of digital audio recording, significantly increasing music storage over the long-playing vinyl record.

Disc and Disk
Disc refersto optical storage media as opposed to disk, which is used for magnetic media.

Table 3.3 Magnetic Storage Performance Measures

Device Access Time  Transfer Rate Capacity

Zip drive 29 ms 1.2 MB/s (USB 250) 100, 250, 750 MB

Hard drive <9ms 15 MB/s—160 MB/s Variations of GB/s & TB/s
External hard drive >13ms 20 MB/s—100 MB/s Varlations of GB/s & TB/s

The advent of optical storage also offered new potential for multimedia. A new CD standard, called CD-ROM, was
developed especially for computer data. Now applications that required large storage could easily be distributed on a
small 4.72-inch disc. The first general interest CD-ROM was Grolier’s Electronic Encyclopedia. Releasedin 1985, its 9
million words only used 12% of the CD-ROM’s capacity. Optical storage technology developed rapidly. From music
CDs of the 1980s, technology expanded to DVD-Videosinthe 1990s.

m Compact Disc Technology: CDstorage uses a laser beam to read and write data to a disc. Lasers are amplified light
energy focused into a very precise beam. The basic processis simple: focus a laser beam on a reflective surface and
measure the amount of light reflected back ona photo detector. By altering surface texture, light will either be
reflected or deflected. The disc acts asa reflective mirror with pits and lands that encode digital content. Pits are
indentations on the surface and lands are the flat area. Pits scatter light and lands reflectlight (Figure 3.13). Binary
data once encoded as positive/negative magnetismis now read as variationsin light reflection.
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Pits, Lands, and EFM

Pits and lands do not translate directly to bits. Instead, optical discs use an encoding system called eight-to-fourteen
modulation (EFM). Fourteen bits are used to encode the 8 bits of a data byte. The extra information is used to ensure the accuracy
of the optical reading of each byte.

CD-Audio and CD-ROM discs are manufactured by pressing pits into a plastic base. This processis called stamping. A
reflective layer of aluminum is then added and finally a lacquer coatingis applied to protect the surface. The laser
beam scans the bottom of the disc surface where pits appear as bumps to scatterlight. Lands reflect the full intensity of
the light beam. Once the CD is stamped, data is permanent.

Optical storage has several advantages. The first is high-capacity storage. Laser beams are extremely precise and pits
and lands are extremely small, so data is densely recorded ona disc. Pits are approximately 0.83 micronslongby 0.5
microns wide (about 30 times narrower than a human hair). Data is recorded in one continuous spiral fromthe center
to the outside edge of the disc. There are about 20,000 windings of this single spiral on a CD, resulting in a total track
length of 5000 meters, or about 3 miles. This produces a storage capacity of 680 MB.
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Figure 3.13 Pits scatter lightand lands reflectlight.

Another benefit of optical storage is stability. CD data is more durable than data stored magnetically. Pits are pressed
into the disc. This process makes it unlikely that normal handling and exposure to the environment will destroy the
data. CD data is also encoded with special error detection and correction code (EDC/ECC) to further ensure data
integrity if the disc is damaged. Magnetic disks do notincorporate error detection and correction, with the result that
damaged data is oftenlost data. By contrast, the data on a scratched CD-Audio disc can usually be repaired as it plays.
CD technology is synonymous with high-capacity, high-quality, and durable storage.

m Optical Data Encoding: Optical data is organized in tracks, frames, and sessions on the disc. A track is the basic
addressing schemeon a CD. A CD has a physical, continuous spiral from the center to the outside edge, but it is further
divided into logical units called tracks. A compact disc addresses 1 of up to 99 sequentially numbered tracks. Each
track can handle only one data type, so a CD with music and text would require at least 2 separate tracks (Figure 3.14).

The basic unit of informationstoredon a CD is a frame. Frames define the physical format of data. Frames contain
data code, error detection and correction code, synchronization code, and information about the track. Fifty -eight
frames are grouped together to formthe smallest addressable data unit, called either blocks (CD-Audio)

or sectors (CD-ROM). Each CD-Audio block has 2352 bytes of user data, while CD-ROM sectors contain 204 8 bytes of
data code. There are fewer bytes of data code on the CD-ROM because these sectors contain more error detection and
correction code that helps ensure the integrity of error-sensitive media such as text and numbers.

A session is a single recorded segment on the CD. Sessions may cover several tracks depending on the content of the
application. For each session, a track table of contentsis added to the disc. A track table of contents (TTOC)is an
index of track contents. Early CDs supported only one session and one TTOC per disc. Thisis called a single-session
CD. Newer CD formats support multisessions. Kodak used the first multisession CD for their PhotoCD by recording
one set of photoson a CD, then adding another set of images with a separate track table of contents to the same CD at
a later time. Today, multisession storage iscommon on CD-R (CD-Recordable) discs.
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Single Spiral Track

Track Sector

Figure 3.14 CDs store data in a continuous spiral from the center to the outside of the disc. The single spiralis further divided into logical units
called tracks. The smallest addressable data unit is called a block or sector.

m Compact Disc Formats: One of the more important decisions made by optical disc manufacturers was to
standardize the size of the disc. Disc size is fixed at 120 mm, with a 15-mm center hole and 1.2-mmthickness. As a
result, all CDs will fit into any drive, making it possible to design newer drives with backward compatibility. Backward
compatibility is the ability of more recent hardware or software to use data from an earlier product. The most
important CD formats are CD-DA, CD-ROM, CD-R, and CD-RW.

CD-ROM sectors have less data capacity than CD-Audio blocks because they contain more error detection and correction code.
This helps ensure the integrity of error-sensitive media such as text and numbers.

The CD-DA (CD-Digital Audio) format was the first digital optical disc standard and it is still used in the production
of music CDs. While these discs can typically be played ona computer CD drive, CD-DA cannot be used to record
computer data. CD-DA specifies a high-quality audio file format that records 16-bit samples at a rate of 44.1 KHz.

CD-ROM was developed to take advantage of CD technology for the storage of computer programs and data. CD-
ROM discs are read-only memory. They canbe used to distribute prerecorded datato various computers, but
computers canonly read them, they cannot change content by writing to the disc.

CD-R (CD-Recordable) discs use a different method of recording “pits” to allow computers to write, as well as to read,
a disc. Discs are coated with a photosensitive dye. This dye is translucent when the disc is blank. Light shines through
and reflects off the metal surface. When data is applied, a laser beam heats the dye and alters its molecular structure to
create opaque “pits” that will not reflectlight.

Several dye materials are used to create these discs, each with a different color. CD-R discs are manufactured with
predefined spiral tracks and sector formatting, which determines disc capacity. CD-R discs have different recording
capacities measured in minutes of music and MB of data. One common capacity is 700 MB and 80 minutes. CD-ROM
and CD-R discs are similar in that once the data is written, it cannot be altered or removed.

CD-RW (CD-Rewritable) discs use a different material so the laser beam can read, erase, and write data. Discs have a
special layer of phase-change chemical compound. A laser beam heats the compound and changes it either to a liquid
or crystalline structure. This compound inits liquid state becomes amorphous and absorbslight. The crystalline state
allows light through to reflect off the aluminum surface. These crystalline and amorphous properties remain on the
disc when it cools down. These discs require a special drive with a laser that alters the heat intensity as it adjusts to
read, write, and erase operations. Most computers today are equipped with a rewritable optical drive. (See Appendix
A for further detail on development of standards and formats for CD storage.)

m Optical Drives: Optical drives are complex mechanical devices that move a laser light along a track on the disc. The
laser reflectslight back to a system of mirrorsthat direct reflections to a photo detector. A tracking mechanism
controlsthelocation of the laser beam on the disc (Figure 3.15). Early optical drive motorsvaried rotational speed
from 500 rpm when the light was at the center of the disc, to 200 rpm when the light was at the outer edges. This
allowed the drive to maintain a constant data-transfer rate.
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Laser Head Optical Disc

Laser Lens

Figure 3.15 A beam of light produced by a laser is directed through a series of lenses until it is focused on the surface of the spinning disc. A drive
m otor moves the laser head along therailsto reposition thelaser lens.

Transfer rate measures the speed at which data is moved to the computer or other device for playback. The CD-DA
standard established a transfer rate of 0.15 MB/sor 1X. Thisensured accurate playback of digital music. Altering this
speed would distort the sound by speeding it up or slowing it down.

When CD technology was adapted for computers, higher transfer rates were needed to quickly move data fromdisc to
RAM. One technique to produce higher transfer ratesis increasing rotational speed. Current computer CD drives have
transfer rates of 48X to 64X. If the driveis rated at 48X, the transferrate is 48 3 0.15 MB, or 7.2 MB/s. Transfer rates
are affected not only by rotational speeds, but also by the method used to store and access data on disc. There are two
methods tolocate and transfer data: CLV and CAV.

CD-Audio drivesread data fromdiscs at a constant linear velocity (CLV). A CLV disc stores pits and lands as
closely together as possible in a uniform, continuous spiral fromthe center to the outside edge. This produces the
highest possible storage capacity, but it also creates a problem. Because disc diameter is larger at the outside, a
constant rate of spin will result in more data being read per second at the outer edge than at the inner edge. To keep
the transfer rate constant, CLV drives spin the disc faster when data is being read toward the center of the disc and
slower as reading takes place toward the outside. Thisresults in the same length of the data spiral being read each
second, regardless of its location on the disc (hence, constant linear velocity). For audio data, varying disc spin rate is
areasonable mechanical adjustment because the rate of music playback is continuous and predictable from one song
to the next.

Using CLV for computer data, however, poses a problem. An important performance feature of computersisrandom
access. Random access is the ability to quickly read data from any location onthe storage device. Randomaccessis
difficult to achieve with CLV because drives must constantly adjust spin rates depending on data location,speeding up
if the data is located close to the center and slowing down if it is closer to the outside of the disc. When CD driveswere
first adapted for computer data, they maintained the CLV standard but increased the motor spin rates to improve
transfer rates from 1X to 12X. However, it became apparent that CD drives needed to dramatically increase rotational
speeds to keep up with faster processor demands. It was reasonable to alter spin rates from 200 rpm to 500 rpm, but
much harderto go from 5000 rpm to 12,000 rpm. A second method of storing and accessing data was needed.

Computer optical drives adopted the same technique used in hard drives, constant angular velocity (CAV). These
drives spin the disc at a constant high speed regardless of the location of the laser. Transfer rates vary fromthe inside
to the outside track. While this would destroy playback of asymphony orchestraona CD player, computers can
compensate for the data flowvariations by buffering data and storing it in RAM for later processing. Today, most CD
drivesthat exceed 12X transfer rates are using CAV to control disc spin rate. Computer optical drive s may also
combine CLV and CAV techniques. CLV mode is used to write CD-Rs and CD-RWs, while CAV mode is used to read
discs.

Thetransferrates of current optical drives are still slower than a hard drive, but they are much faster than the original
CD-Audio drives. CD-R and CD-RW drives have a range of transfer rates. CD-R has a write transfer rate and reading
transfer rate. CD-RW drives have different rates for writing, erasing, and reading. A 52X—24X-52X drive will write
and read at a 7.8 MB/s transfer rate, but erase at a slower 24X, or 3.6 MB/s (Table 3.4).

m DVD: Movies and More on Disc: The music industry sought ways to improve on vinyl records with the first CD. In
similar fashion, the movie industry pushed development of DV Ds to record full-length films on a higher-quality
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medium than film or tape. CDs held promise for video, but their storage capacity was too low for a 133 -minute movie,
evenwith high levels of data compression.

DVD, or digital versatile disc, firstappeared in 1997. Originally, it was targeted as a storage format for movies and
called the digital video disc, but developers soonrecognized its potential to store all forms of digital data and changed
the name to “versatile.” The versatility of DVDis reflected in its various designations: DVD-Video for motion
pictures, DVD-Audio for high-quality music, DVD-ROM for distribution of computer software. Competing standards
and other uses of the technology haveled to a proliferation of DVD specifications. See Table 3.5 for alisting of the
most significant of these formats.

The main advantage of DVDs over CDs is storage capacity. The capacity of a CD is approximately 650 MB. A DVD can
hold up to 17 GB. The higher capacity of DVDs s based on four major developments: amore precise laser light,

multilayer storage, new video compression algorithms, and improved error detection and correction code.

Table 3.4 CD Drive Rotational Speeds and Transfer Rates

Drive Rating  Access Method  Avg. Transfer Rate (MB/s) RPM

X L 0.15 200-500
8X (L 1.2 1600-4000
12X L 1.8 2400-6000
20X AV 3.08 4000

40X AV 6.15 8000

56X AV 8.6 11,200

DVDs and CDs are the same physical size and share the same basic optical storage technology. But new lasers with a
wavelength of 635 to 650 nanometers and powerful laser lens systems can focus on smaller pits to significantly
increase storage capacity. DVDpits have a minimum length of 0.40 microns, compared to the CD’s 0.83 microns
(Figure 3.16). Data is recorded on a spiral track that measures 7.5 miles, as compared with the CD’s 3 miles. Each layer
stores 4.7 GB of data, two layers onthe same side offers 8.5 GB of storage. When all four layers are used, a total of 17
GB is available, enough storage for 8 hours of movies.

4.7 GB of DVD storage can hold:

* More than 400,000 text documents, the equivalent of eight 4-drawer filing cabinets stuffed with paper information
* 4700 full-color digital photos @ 640 x480 resolution

* 210 minutes, a full 3.5 hours of compressed MPEG?2 satellite-quality video

* 120 minutes of compressed MPEG?2 theater-quality video

¢ 14+ hours of MP3 compressed audio

Verbatim Corp.
Table 3.5 DVD Formats
Format Features Players
DVD-ROM Read-only format Runs on any DVD-ROM equipped

device

Video or game content burned into the
DVD

First standard
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Format

Features

Players

DVD-Audio

DVD-RAM

Supported by Panasonic, Toshiba,
Apple, Hitachi, NEC, Pioneer,

Higher-quality sound than CD
192 kHz/24-bit

74 min high-quality sound

7 hrs CD-quality sound

Writable DVD formats for use in
computers

Rewrite more than 100,000 times

Requires special player to read the
higher-quality sound files

Removable storage for computers

Not compatible with most players

Samsung, and Sharp
Life expectancy about 30 yrs

DVD-R Writable DVD discs using organic dye
technology 4.7 GB

Compatible with most DVD drives
and players

Supported by Panasonic, Toshiba,

Apple, Hitachi, NEC, Pioneer,

Samsung, and Sharp

Playable in many DVD drives and
players

DVD-RW Phase-change erasable format

Supported by Panasonic, Toshiba, 4.7GB
Apple, Hitachi, NEC, Pioneer,

Samsung, and Sharp Rewrite about 1000 times

Drives write DVD-R, DVD-RW, CD-R,
CD-RW discs

DVD+RW Erasable format Readable in many DVD-Video

players and DVD-ROM drives
Supported by Philips, Sony, HP, Dell,
Ricoh, and Yamaha

Holds 4.7 GB/side

Writes in away compatible with many
existing DVD readers

Rewritten about 1000 times

Readable in many DVD-Video
players and DVD-ROM drives

DVD+R Record only in CLV mode
Supported by Philips, Sony, HP, Dell, A write-once variation of DVD+RW.
Ricoh, and Yamaha

Plays in game consoles and home
theaters and can support all the disc-
based media

Blu-ray Rewritable disc

Developed by Sony, Samsung, Sharp,
Matsushita, Pioneer, Mitsubishi, and
LG Electronics

Transfer rates of 36 Mbps

Up to 25 GB on single layer, 50 MB on
dual-layer disc 9 hrs of HD video or 23 hrs
of standard video

Adapted from www.dvddemystified.com/dvdfaq.html#4.2

The second factor contributing to increased capacity is multilayer storage. Each side of a DVD can be divided into two
layers. ADVDdisc is a lacquer-coated sandwich of poly carbonate plastic, aluminum, and semireflective gold. The
plasticis impressed with pits arranged in a continuous spiral of data. A coating of aluminum is added to the inner layer
and a layer of semireflective gold is used for the outer layers. This provides two reflective surfaces. Thelaser first
focuses onthe outer layer of semireflective gold, then the lens mechanism focuses through the semireflectivelayer to
the second layer of aluminum.
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Figure 3.16 Pits arecloser together on a DVD disc.

DVD players first appeared for commercial use as stand-alone systems to play DVD-Videos. Each disc could hold 133
minutes of video and an assortment of video add-ons such as trailers and outtakes. DVD drives with the capability of
also handling CD and CD-RW formats were soondeveloped for usein computers. The drive is similar to a CLV CD.
The motor rotates the disc from 200 rpm to 500 rpm to maintain a constant data-transferrate. A tracking mechanism
movesthe laser along a spiral track. It startsat the center and movesto the outside edge of the outer layer, then works
fromthe outside back to the center on the inner layer to optimize the drive action.

DVDdrives are rated according to rotational speeds (4 X, 12X, etc.) just like CD drives, but the actual transfer ratesare
much higher for DVD drives. For example, a 13X DVD-ROM drive transfers 1.321 MB/s (as opposed to the 0.15 MB/s of
CDs). A 6X DVD drive transfers approximately7.93 MB/s, equivalent to a54 X CD drive. Thereisno advantage to a 6X
DVD player for playing movies. Speeds above 1X do not improve video quality, but they will impact the speed for
reading computer data and playing games.

Despite a DVD’s impressive 17-GB capacity, a single disc still cannot accommodate the 110 GB required for an
uncompressed full-length movie. The third improvement, video compression, delivered moviesona DVD. Video
compressionreduces file size without compromising the quality of video content. The Motion Picture Experts Group
(MPEG) developed a40:1 compressionratio for MPEG2. T his compression format, combined with the storage
capacity of the DVD, now makes it possible to have movies and much more on a single disc.

Finally, DVDs also benefited fromimproved error detection and correction code. Ona CD, EDC/ECC may take up as
much as one-third of the available storage space. DVDs reduce this to approximately 13%, making more disc space
available for data.

DVDs have such extensive storage that manufacturers often package additional content with their films. Dolby Digital
surround sound, sound tracks presented in up to 8 languages, subtitlesin up to 32 languages, as well as related
content such as actor profiles and alternative endings can be easily accommodated by DVD storage. Some production
companies even plant “Easter eggs.” These are hidden movie clips that are not on the index. You can explore the world
of DVD Easter eggs athttp://www.dvdeastereggs.com.

The DVD gained acceptance as a medium to distribute movies, but a wide array of applications soon followed for this
high-capacity disc. Basic DVD formats were applied to the music industry (DVD-Audio) and read/write computer
drives. DVD formatsinclude DVD+RW, DVD+RAM, DVD-R, and DVD-RW, but not all of these formats are
compatible. Successful playback of a DVD recording will depend on the type of disc, recording drive, and the playback
device.

The DVD standard introduced massive storage capability using a laser beam that was more precise than that used to
create CDs. Full-featured digital video was now possible on these discs but manufacturers were not satisfied with a
mere 17 GB of storage. HDTV programming and video games could benefit from even higher capacitiesand a new
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form of laser made that possible. Blu-ray disc (BD), developed at Sony, holds 25 GB on a single side. These storage
densities are possible because a blue-violet laser has a shorter wavelength than the red laser used to record DVDdiscs.
Theresult: as much as 50 GB on dual-layer discs or about 9 hours of high-definition video and 23 hours of standard
definition video on Blu-ray discs.

Solid-State Storage A solid-state storage deviceisa form of computer memory that contains no moving parts.
Solid-state secondary storage is nonvolatile memory that can be bothread and written to. The use of solid-state
devicesfor secondary storage has grown dramatically as their capacity hasincreased and their cost has fallen.
Common examplesinclude USB flash drives, memory cards, and the built-in memory usedin MP3 players, digital
cameras, and mobile phones. The technology used in all these devicesis called flash memory (Figure 3.17).

Flash memory is made up of a grid of cells, each of which contains two transistors. A very thinlayer of insulating oxide
separatesthe transistors. One servesasa controlgate. The otheris a floating gate. The insulating oxidelayer traps
any electrons present on the floating gate, preserving the electronic information with no need for external power. The
charge of the floating gate, in turn, modifies the electric field of the control gate. The voltage of this field is then read to
determine the bit value (0 or 1) of the cell.

Figure 3.17 Solid-state storage devices havea variety of names. Mem ory stick, thumb drive, and travel disk are commonly u sed. The standard
nameis USBflash drive or “UFD.”

Solid-state memory has a number of advantages. The absence of delicate mechanical parts makes solid-state storage
more durable. They are smaller and weigh much less than their mechanical counterparts. Finally, solid -state devices
use less power.

These benefits will lead to increasing use of flash technology for secondary storage. Mechanical storage is not likely to
be completely replaced, however. Flash storage is more expensive than magnetic and optical storage, and the
capacities of most flash devices are significantly smaller. But perhaps the biggest concernis that flash memory has a
limited life expectancy. In general, the average flash drive lasts between 10,000 and 100,000 write/erase operations.
Environmental damage, manufacturer defects, and human error also reduce the flash drive’slife span. Asa result,
magnetic, and especially optical, devices are currently the preferred media for long-term storage.

Storage in the Cloud A popular alternative to secondary storage devicesisto store and manage data on a remote
server. Storage inthe cloud has gained popularity with the increase in Internet access, mobile computing devices, and
high bandwidth connectivity. Cloud storageisa service provided through a network (usually the Internet), either
free or fee based, to back up, maintain, and manage data remotely. It offers convenient access to datafrom any place
on any networked device. This portability and ubiquitous access has made such platforms as Google Docs, Apple
iCloud, and Microsoft SkyDrive popular alternatives to secondary devices where data remains locally controlled and
managed. Many providers of cloud services offer unlimited storage capacity and the ability to share data with other
users. However, this storage service does raise security and reliability concerns. Without a consistent Internet
connection, a user will not have ready accessto the data. Protection of the data is subject to the practices of the
provider. Should the cloud service go out of business, data recovery may be difficult. Despite the convenience of
storing data on a remote server, multimedia developers should thoroughly research the reliability of the service
provider before entrusting data to the cloud.

Input Devices for Multimedia Computers

Multimedia requires a variety of input devices to transmit data and instructionsto a systemunit for processing and
storage. Keyboards and pointing devices, such astrackballs, touch pads, and touch screens, are central to interacting
with graphical user interface (GUI) applications and operating system software. Other devices are necessary to input
sound, video, and a wide array of images for multimedia applications. Some of these, such as microphones, are built
into the system. Others, such as scanners, cameras, sound recorders, and graphics tablets, are plugged into USBor
FireWire interface ports.
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Scanners capture text or images using a light-sensing device. Popular types of scanners include flatbed, sheet fed,
and handheld, all of which operatein a similar fashion: a light passes over the text or image, and the light reflects back
to a CCD (charge-coupled device). A CCD is an electronic device that capturesimages as a set of analog voltages. The
analog readings are then converted to adigital code by another device called an ADC (analog-to-digital converter) and
transferred through the interface connection (usually USB) to RAM.

The quality of a scan depends on two main performance factors. The first is spatial resolution. This measures the
number of dots per inch (dpi) captured by the CCD.Consumer scanners have spatial resolutions ranging from 1200 dpi
to 4800 dpi. High-end production scanners can capture as much as 12,500 dpi. Once the dots of the original image
havebeen converted and saved to digital form, they are known as pixels. A pixelis a digital picture element.

The second performance factor is color resolution, or the amount of color information about each captured pixel.
Colorresolutionis determined by bit depth, the number of bits used to record the color of a pixel. A 1-bit scanner
only recordsvaluesof o or 1 for each “dot” captured. Thislimits scans to just two colors, usually black and white.
Today’s scanners capture 30 to 48 bits for each pixel. This delivers a wide range of color possibilities for each pixel,
making it possible to produce high-quality digital versions of photographs, paintings, and other color images.

Need a larger image? Scale when youscan.

Scaling during scanning captures more information fromthe original image. Scaling later, using an image -editing
program, forces the computer to interpolate image information, producing a lower-quality enlargement.

Scanners work with specific software and drivers that manage scanner settings. Spatial resolutions and bit depth can
be altered for each scan. These settings should reflect the purpose of an image. For example, if an image is a black and
white photo for a website, the scanning software canbe adjusted to capture grayscale color depth (8 bit) at 72 dpi. This
produces an image suitable for most computer monitors that display either 72 or 96 pixels per inch. Scanner software
also has settings to scale an image and perform basic adjustments for tonal quality (amount of brightness and
contrast).

Optical character recognition (OCR) is the process of converting printed text to a digital file that can be edited in
aword processor. The same scanners that capture images are used to perform OCR. However, a special software
applicationis necessary to convert a picture of the character into an ASCII-based letter. This OCR software recognizes
the picture of the letter C, for example, and storesit on the computer using its ASCII code (01000011). These
charactersare then edited and reformatted ina word processing application. Many image scanners today are shipped
with OCR software that can recognize basic text formations. Specialized applications, such as OmniPage or Readiris
Pro, are optimized to deliver high-speed, accurate OCR results. The final success of any OCR conversion dependson
the quality of the source material and the particular fonts used on the page. Small print on wrinkled, thin paper will
not deliver good OCR results.

ASCII is American Standard Code for Information Interchange, the basic digital code for alphanumeric symbols.

OCR scanning is one method of capturing text documents. Scanners are also used to create a PDF (Portable Document
Format) file. The scanner captures a specialized image of the page and savesit as a .pdf file. Adobe Acrobat Readeris
necessary to viewthe contents of a .pdf file. This file format is cross-platform compatible, so itis particularly suitable
for distributing highly formatted documents over a network. OCR scanning creates a file that can be edited in any
word processing application. PDF scanning, on the other hand, creates a specialized file format that can only be
managed by Adobe Acrobat software.

Flatbed scanners are configured to meet a variety of uses. The scanner bed varies to handle standard letter - to legal-
size image sources. Multiformat holders are available for 35mm filmstrips and slides (Figure 3.18). Some scanners
have an optional sheet-feed device. For small production, these adapters to a flatbed scanner may suffice. For larger
projects, more specialized scanners should be considered. Slide and film scanners are specifically calibrated to capture
high spatial resolution, some at 4000 dpi. Sheet-fed scanners are built to automatically capture large print jobs and
process 15 or more pages per minute. In selecting a scanner for multimedia development there are many
considerations. Image or text source, quality of scan capture, ease of use, and cost all factorinto choosing the right
scanner.
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Figure 3.18 Slideand flatbed scanners.

Digital cameras are a popular input source for multimedia developers (Figure 3.19). These cameras eliminate the need
to develop or scan a photo orslide. Camera images are immediately available to review and reshoot if necessary, and
the quality of the digital image is as good as a scanned image. Digital captureis similar to the scanning process. When
the camera shutter is opened to capture an image, light passes through the camera lens. The image is focused onto a
CCD, which generates an analog signal. This analog signal is converted to digital formby an ADC and then sent to a
digital signal processor (DSP) chip that adjusts the quality of the image and storesit in the camera’s built-in memory
or on a memory card (Figure 3.20). The memory card or stick has limited storage capacity. Images can be previewed
on the card, and if not suitable, deleted to make space for additional images.

%

Figure 3.19 Digital cameras have a variety of featuresincludingsize, storage capacity, megapixel, and optical zoom ratings.

Digital cameraimage quality, like scanning, is based on spatial resolution and color resolution. Most consumer-grade
digital cameras use 24-bit color resolution. This is quite adequate for most multimedia development. Professional
digital cameras oftenuse 42- or 48-bit color resolution, allowing them to capture a wider range of data for
manipulation by image-editing programs.

A digital camera’s spatial resolutionis measured in the number of pixels captured by the CCD. Early digital cameras
were 1 megapixel. This means the maximum image resolutionis 1200 horizontal by 800 vertical ppi (1200 3 800 =
960,000, or close to 1 million pixels). The physical size of the image depends on where it is viewed. If this image is
viewed on a monitor at 72 ppi, the image will appear quite large: 16 by 11 inches. If printed at 300 dpi, the image will
be 4 inches wide by 2.6 incheshigh (Table 3.6). These cameraimages are fine for web pages or sending email
attachments, but they do not capture sufficient data to produce high-quality, photolike printouts.
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Figure 3.20 Memory cards for digital cameras.
Dots vs. Pixels
Spatial resolutions are measured in dpi for print material and ppi for electronic display.

Newer digital cameras capture resolutions of 10 to 15 megapixels. Higher pixel ratings mean more realistic printed
photographs. They also mean larger file sizes. If the camerais setto capture the highest-quality image, the total
number of stored images is reduced. Most cameras have adjustments to lower the resolution and capture more images
on the memory card or stick.

Images are transferred to a computer from the memory card through a USB adapter, a memory card reader, or
wirelessly through Bluetooth or Wi-Fi. Image catalog programs such as iPhoto help to manage digital images on
secondary storage. These files can then be edited using programs such as Photoshop or PaintShop Pro to enhance
quality, adjust size, or add special effects. The digital camera has brought great efficiency to multimedia development.
The costs of film, development, and time are reduced by digital source capture. It has also introduced a new level of
creativity to the photo-editing process as developers take advantage of editing software to enhance and combine the
digital photos.

Digital video (DV) cameras are another important input device for developers (Figure 3.21). Before DV cameras
became effective and affordable, developers captured video in analog format. Analog video was played througha VCR
to a video-capture board where the analog signal would be converted to digital format and stored on the hard drive.
DV cameras eliminate that conversion process. Full motion capture is stored on a built-in hard drive, a tape, DVD, or
memory card. DV cameras often have a FireWire interface to transfer a digital movie to other devices. Using
applications such as Apple Final Cut Pro or Adobe Premiere, developers canedit and enhance the video in a wide
variety of ways.

Table 3.6 Comparison of Selected Megapixel Ratings and Image Sizes

4 Megapixel 6 Megapixel 8 Megapixel 12 Megapixel

2700 h X 1704w 3008 h < 2000w 3266 h X 2450w 4290 h X 2800w
=4,600,300 total pixels = 6,016,000 total pixels =8,001,700 total pixels = 12,012,000 total pixels
Viewed @72 ppi=375" X Viewed @ 72ppi =41.7" X Viewed @ 72 ppi=453" X Viewed @ 72 ppi=59.5" X
236" image size 27.7" image size 34.0" image size 38.8" image size

Printed @ 300 ppi=9" X  Printed @ 300 ppi=10.02"  Printed @ 300 ppi=10.88"  Printed @300 ppi = 1430"
5.6" image size X 6.67" image size X 8.16" image size X 9.34" image size
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Figure 3.21 Digital video camera.

The performance of a DV camera is determined by several factors. The first is the method used to capture video data.
Professional-quality video requires a 3-chip camera. These cameras have a separate CCD for each channel of red-
green-blue (RGB) color. One chip captures the full range of reds, another greens, and the third blues. These three
separate channels yield high-quality color. Less expensive consumer DV cameras use a single CCD and rely on
sharpening algorithms to reproduce three channels of color. This tends to oversharpenthe image and add artifactsto
the movingimages. While consumer DV cameras are an affordable means of capturing video footage and may suffice
for some multimedia applications, a professional project will require the more expensive 3-chip cameras.

Lens and zoom quality are also important for high-quality capture. Aninferior lens affects the camera’s ability to
reproduce color and capture sharpimages. DV and still-image cameras feature digital zoom. This simulates the
effect of a stronger telephoto lens by digitally enlarging and cropping an image. Digital zoominserts additional pixels
based on an analysis of the original image, in effect creatinga “best guess” enlargement. Digital zoomis not a good
substitute for high-quality optical zoomlenses that faithfully capture the details of the original image.

Most standard consumer DV cameras also have built-in automatic-exposure features, image stabilization (to
compensate for the shaky hand), and preprogrammed modes that adjust video for backlit scenes, sports photography,
snow, or spotlight scenes. A retractable liquid crystal display (LCD) screen displaysthe video and can be an alternative
to using the eyepiece to frame a shot. Many consumer DV cameras also have a still-capture media card and can be used
to take photographs, though usually at lower resolutions than a digital still camera.

Sound capture devices transform analog waveforms into digital files. Microphones are built into many computers and
are useful for capturing voice commands and recording directly into applications such as PowerPoint. Built-in
microphones, however, canintroduce interference and are not suitable for high-quality capture. Developers often
connect high-quality microphones directly to the computer’s audio-capture port for better results. CD and tape players
can also be plugged into a sound-capture board through the audio port. An ADC translates the analog sound wave into
a digital file. Sound-editing software, such as Sound Forge or Audacity, canthen be used to remove unnecessary
segments, enhance sound quality, or add special effects.

Graphics tabletshave a flat drawing surface for freehand image creation (Figure 3.22). The artist uses a stylusto draw
on a pressure-sensitive surface. Software interprets the stroke pressure to control density and color, reproducing the
artist’s drawing as a digital image. Tablets are also useful for tracing existing art. Many developers work with graphics
tablets because of the intuitive drawing control they provide. The digital artwork they produce canthenbe directly
manipulated with popular image-editing programs such as Photoshop or Corel Draw.

Multimedia Output Devices
Computer output devices present processed datain a useful form. Output devicesinclude screendisplays, audio

speakersor headsets, and hard copy. The quality of output for display, sound, and print is dependent on the
performance features of these devices.
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Figure 3.22 Artists and designers use graphics tablets and a styluspen to input drawings for further editing.

Display Devices Display devices share their heritage with either cathode ray tube (CRT) technology used in analog
televisions or liquid crystal displays (LCD) first used in calculators and watches. Both CRT and LCD technologies
produce an image on a screenthrough a series of individual picture elements (pixels). As in scanners and digital
cameras, the quality of a display image is largely determined by spatial resolution (the number of pixels)and color
resolution (the bit depth of each pixel).

CRT monitors use raster scanning to generate a display. In this process an electronic signal from the video card
controlsan electron gun that scans the back of a screenwith an electronic beam. The monitor’sback surface is coated
with a phosphor material that illuminates as electronic beams make contact. The electronic signal scans horizontal
rows fromthe top to the bottom of the screen. The number of available pixels that can be illuminated determinesthe
spatial resolution of the monitor. For example, a CRT with 1024 3 768 spatial resolution can display well over 700,000
pixels (Figure 3.23).

Yoke
Electron Gun = "

Phosphor Layer
Electron Beams

Figure 3.23 Raster scan CRT creates im ages through electron beams thatilluminate a phosphor coating on the back of the monitor screen. R GB
color monitors have threebeams to illuminatered, green, and blue phosphors. See Color Plate 4.

Colorresolution, or bit depth, is the second factor to influence display device performance. The number of bits per
pixel determines the range of possible colorsthat are displayed. The video card controls bit depth. Video cards convert
computer data to an electronic signal that illuminates the pixels. An 8-bit color monitor has a range of 256 color
possibilities (2¢). Thisis sufficient for text and simple graphics, but a wider range of colorsisneeded for more
sophisticated graphics and video. Current video cards generate 24 - to 32-bit color, supporting 16.7 million colors.
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24- and 32-bit Color

24-bit color assigns 8 bits to each of three color channels—red, green, and blue. This produces 256 variations for each
channel and 16.7 million colors for their combination (256 3 256 3 256). The extra 8 bits in 32-bit color does not
produce more color options. Instead, this is an “alpha channel,” used to specify the transparency of each pixel.

CRT technology is now replaced with smaller, lighter-weight, fully digital displaysthat use a different technique to
create pixels. An LCD screenis a sandwich of two plastic sheets with a liquid crystal material in the middle. Tiny
transistors control rod-shaped molecules of liquid crystal. Whenvoltage is applied to the transistor, the molecule is
repositioned to let light shine through. Pixels display light as long as the voltage is applied. Laptops borrowed this
technology and improved its resolution, color capability, and brightness to make LCDs suitable for computer display.

Laptop computers employ an active matrix screen that uses thin film transistor (T FT) technology. TFT displays
assign a single transistorto each liquid crystal cell to control the color and light that compose a pixel. Each pixel on the
LCD is a bundle of subpixels (red, green, and blue) that are combined to generate the array of colors.

Resolution and brightness impact the quality of LCD output. LCD screens have specific resolutions controlled by the
size of the screen and the manufacturer. T his fixed-pixel format isreferred to as the native resolution of the LCD
screen. A 15-inch LCD screen has a native resolution of 1024 3768 pixels: there are exactly 1024 pixelsineach
horizontal line and 768 pixelsin each vertical line for a total of 786,432 pixels. Altering the resolution to lower
settings, 800 3 600 for example, reduces the output quality. Most LCDs use an expansion technique to fill the screen
with the image at a lower resolution. Pixels are either doubled, producing a chunky effect, or added using interpolated
colors, resultingin a blurred effect. Either way, the quality of the image is compromised. LCD screens should remain
in their native resolution for best results. The brightness of light that shines through the screenis also significant in
overall output quality. Brighter screens display richer graphics.

LED (light-emitting diode) displays have moved fromlarge TV screens to mobile phones, tablets, laptops, and desktop
screens. These displays use the same TFT display technology as the LCDs. A major distinction is in the manner of
providing the light source to illuminate the pixels on the screen. LCD displays use a fluorescent lamp as the light
source to project the colorsthrough polarized liquid crystals. A single fluorescent tube, smaller than a pencil, provides
a bright white light that is diffused across the back of the display without increasing the temperature of the panel. LED
screens use a single row of light-emitting diodes to make a brighter backlight that significantly improves the quality of
the monitor display. There are several advantages that come from altering the method of backlighting the liquid
crystals. LED monitors offer more intense lighting and finer color resolution to deliver amore natural color
experience. They use onaverage 40% less power than the LCD display, preserving battery life for mobile devices.
Finally, the LED display has a sharper image from any angle, unlike the LCD display that is best viewed directly in
front of the monitor (Figure 3.24).

Sound Devices Speaker systems are essential components of modern computers. Most early microcomputers
restricted sound output to warning sounds such as a loud beep when there was an error message. Macintosh
computersraised the bar on sound output when the first Mac introduced itself to the world in 1984. A computer that
could speak changed the prevailing belief that all computer informationneeded to be in visual form. Sound capability
soon became a requirement for a multimedia computer.

Sound output devices are speakers or headsets. They are plugged into the soundboard where digital data is converted
to analog sound waves. Soundboards can be a part of the systemboard or added to a computer’s expansionslots.
Soundboard circuitry performs four basic processes: it converts digital sound data into analog form using a digital-to-
analog converter, or DAC;records sound in digital form using an ADC; amplifies the signal for delivery through
speakers;and creates digital sounds using a synthesizer. A synthesizeris an output device that creates sounds
electronically. Synthesizers may be built into the computer’s soundboard or added later, usually as a card mounted in
one of the system’s expansion slots. The most common standard for creating digital music using a synthesizer is MIDI
(Musical Instrument Digital Interface). MIDI specifies the format for musical commands, such as striking a piano key.
The computer sends these commands to the synthesizer, which then creates the appropriate sound.
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Figure 3.24 LED screens usea row of light-emitting diodes to backlightthe display, resulting in better clarity, resolution, and color.

Sound quality depends on the range of digital signals the soundboard can process. These signals are measured as
sample size and rate. Sample size is the resolution of the sound measured in bits per sample. Most soundboards
support 16-bit sound, the current CD-quality resolution. Sample rate measures the frequency at which bits are
recorded in digitizing a sound. Modernboards accommodate the 48 KHz sample rate found in professional audio and
DVD systems. Soundboards control both sound input and output functions. Input functions are especially important
for developersbecause they need to capture and create high-quality sounds. End users are concerned with output; they
want high-quality sound for games, movies, and digital music.

Print Devices Printers remain an important multimedia peripheral device, despite the fact that multimedia
applications are primarily designed for display. Storyboards, system plans, schematics, budgets, contracts, and
proposals are just a few common documents that are frequently printed during multimedia production. End users
print images and web pages, as well as the standard text documents associated with most computer applications.

There are two basic printing technologies: impact and nonimpact. Impact printers formimages and text by striking
paper. Dot-matrix printers use a series of pins that strike the paper through an inked ribbon. These printers are used
for applications that require multiform output or high-speed printing. They are easy to maintain and relatively
inexpensive to operate. However, limited color and graphics capability, combined with high noise levels, make impact
printers undesirable for most printing needs.

Nonimpact printers formprinted output without physically contacting the page. These devicesinclude inkjet, photo,
and laser printers. Inkjet printers are used in many homes and businesses. They are affordable, quiet, and versatile:
inkjets can print everything fromlabelsand envelopesto photo-quality colorimages. Aninkjet printeris a line printer.
The print head moves across the page, one line at a time, spraying drops of ink. Different techniques are used to
produce the ink spray, but the most common s the “bubble” jet method firstimplemented in 19777 by Cannon and later
adopted by Hewlett-Packard (HP). As the ink cartridge moves across the paper, heatis applied to tiny resistorson the
metal face of the print head. The surface of the ink boils, producing a vapor bubble. This bubble forces ink through a
nozzle and onto the paper (Figure 3.25).

Inkjet output quality is determined by printer resolution and type of paper. Printer resolution is measured in dpi. The
dropofink is a dot. An image printed at 200 dots per inch will have more ink applied than one printed at 100 dots per
inch. Inkjet printers can support optimized resolutions of 4800 dpi. Because the inks tend to blend together on the
paper before they dry, inkjet printers can achieve higher-quality output with fewer dpi. Setting the print resolutionto
200 dpi will deliver a reasonably good photograph and also reduce ink consumption.

Inkjet papers vary in surface texture. Glossy photo paperis used to transform digital images into printed photos, while
matte finish paper can produce colorful reports. Papers with linen or cotton fibers and textured papers will bleed
where ink is applied. For best results, use paper specifically designed for inkjet printers.
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J
Inkjet printers spray tiny
droplets of ink on paper

Figure 3.25 Inkjet printersspray dots of colored ink to form animage. See Color Plate 5.

Printer speed is measured in pages per minute (ppm). Inkjet printers average 20 ppm. Color printing is much slower
than black and white output. A typical black-and-white speed is 18 ppm, whereas color output slows to 12 ppm.

Although most inkjet printers are very affordable, the cost of consumables can be high. Print cartridges are expensive
to replace (Figure 3.26). Expect to replace color cartridges frequently if the output is full-size color photos. Specialty

papers for high-gloss photos are also expensive. Paper and ink costs should be factored into the decision to use inkjet
printing for multimedia production.

A photo printeris a color printer specifically designed to produce photos (Figure 3.27). The best photo printers can
deliver photo lab-quality output. Many consumer photo printers are based on inkjet technology. These printers use a
media card froma digital camera and have a push-button panel to set the size, quality, and number of copies. Images
do not have to be transferred to a computer before they are printed. Thisincreases the ease and speed of sharing
digital pictures. Some inkjet printers are configured as both a standard and photo printer by adding a media card slot
and panel controlsto manage the photo printing. More expensive photo printers use dye sublimation technology for
output. Dye sublimation uses heat to transfer colored dye to specially coated papers. These printers are found in
professional settings such as photography studios and digital imaging labs.



https://www.safaribooksonline.com/library/view/an-introduction-to/9781449688394/ch3.xhtml#ch3fig26
https://www.safaribooksonline.com/library/view/an-introduction-to/9781449688394/ch3.xhtml#ch3fig27

Figure 3.26 Inkjet cartridges.

Laser printers use a copier-like technology to fuse text and image to the paper. They are called page
printers because the entire page is transferred to the printer’s electronic storage before it is formed on paper.

Laser printing begins with document transfer to the printer’s electronic storage. A laser beam then scans an optical
photoconductor (OPC) drum, placing a negative electrical charge where text and images should appear. Toner, a
formof powderedink, is attracted to these charged areas. When paper moves through the printer, it passes under the
OPC drum, which deposits the toner. Other rollers add heat and pressure to fuse print material on the page. Because
lasers print an entire page at once, they are faster than inkjet printers.

Laser printers have resolutions of 600 to 2400 dpi. Common print speeds range from 20 to 45 ppm. Laser printers are
very popular in offices with large black and white print jobs where quality and speed are imperative. Foryears, inkjet
printers held the advantage of color over astandard laser printer. Colorlaser technology is now delivering high -quality
color output at reasonable costs.

Figure 3.27 Photo printers can crop, enlarge, and enhance the image before printingon special photo paper.

Colorlaser printersadd cyan, magenta, and yellowtonersto traditional black. Applying additional toners slows
printing speeds. Thelaser scans each color separately to the OPC drum, making a separate pass of the drum to collect
each color for the entire page. Early printers moved the paper past the drum each time to collect a particular color, but
the constant movement of paper back and forth through the printer rollers often misaligned the color output. Now
one-pass color lasers simply move the drum four times around to collect toner for each color and then pass the paper
once to transfer the final colored image. Color laser printers are significantly slower than standard black and white
lasers because there is extra processing for each color.

Colorlaser printersrequire large electronic storage capac1ty A full-page, 600-dpi colorimage may require over 16 MB
of printer storage. If the printer cannot form the entire page in memory, it will only print the portionit can store. In
some cases, insufficient memory produces an error message and the page is not printed at all. Color laser printers
should have from 128 MB to 512 MB of primary storage.

Laser printers are desirable output devices because they have high-quality and high-speed output. However, these
printers are expensive to operate. Operational expenses include toner cartridges, service contracts, and paper. Laser
printers also require special environmental conditions. Excessively dry or damp atmospheres will affect printer
operation. Many multimedia development offices share laser printers through network connections, reducing the cost
to individual users. Most laser printers have built-in network cards for Ethernet LANs (local area networks).



Considerations for Selecting a Printer

« Resolution (measured in dpi)

« Speeds (measured in ppm)

e Costof the printer

« Cost of consumables (paper, inks, toner)

« Paper-handling features (duplexers, envelopes, labels, legal, continuous paper forms)

« Built-in memory capacity (moreis alwaysbetter)

« Computer and network interface (USB, parallel, Ethernet capable)

« Maintenance requirements (service contracts, cleaning requirements, operating environment)

In addition to standard printers, there are other print devices for specialized applications. Plotters, portable printers,
and label printers are just a few. A hybrid device that combines printer, scanning, fax, and copier technology inone
unit is called a multifunction printer. This single unit saves desk space and eliminates the need for purchasing
separate output devices. All printing devices utilize either the basic impact or nonimpact methods. When selecting
printers for multimedia development, consider the purpose of the output and the media to print. If documents are
text-based reports for staff members, high-quality, expensive printers may not be necessary. If the media is detailed
images for production design, then a printer with high color resolution is important.

3.4 Networks

Multimedia projects may require input from many individuals working independently on their personal computers.
Theintegration of this work requires a network of computers. A network s a collection of computers connected
through a communicationlink to share hardware, data, and applications. Networks also allow individual processorsin
each computer to work simultaneously on a single task. Complex rendering projects for animation sequences are
frequently done with an array of networked computer processors called a “render farm.” Networks are the backbone
that ties together the work of individual developers and the resources of their personal computers.

Computer networks are categorized as WAN (wide area network) or LAN (local area network). The WAN connects
computers over awide geographic region using the communicationlines of an outside service provider suchasa
telephone or cable company. A developer can transfer digital files via email attachments or use file transfer
protocols (FTP)to add digital filesto a remote network server. Inboth cases, the computer connects to other systems
through external communication links.

The Internetis a special form of WAN. Itis a network of networks that uses Transmission Control Protocol and
Internet Protocol (T CP/IP)to send data from one computing device to another. Protocols, or rules for transmitting
data, control the transfer and addressing of data between each host computer. The Internet startedin 1969 as a
government research project with four computer systems interconnected to share systemresources. Twenty years
later, the Internet exploded with possibilities when Tim Berners-Lee developed the HT TP (hypertext transfer protocol)
protocolsfor the World Wide Web (WWW).

The Web introduced interactive multimedia to the Internet. Web pages, written in HTML (Hypertext Markup
Language), display multimedia through a browser such as Internet Explorer or Safari. Hy perlinks connect resources
from one web page to anotherlocation. Hyperlinks are defined with a uniform resource locator (URL) that
identifies the path to an Internetresource such as an image, web page, or video file.

The efficiencies of the Web are in its client/server model for distributing data. Server computers store and send data
to a client computer. Client computers have software to open and process datafiles. Once data is downloaded from
the server, applications on the client computer, such as browsers and plug-ins, display or play data content. Client
computers process datalocally, which is more efficient than processingit on a server computer shared by thousands of
users.

Special data file formats are necessary to ensure data is compatible on any client system. For example, image files
include .jpg, .gif, or .png format and text files use .html or .pdf format. Incompatibilities between computer platforms

and data file formats are slowly disappearing through the network connections and protocols of the World Wide Web.



http://www.jblearning.com/about/overview/

This URL identifies the http protocol, the host computer (jblearning), the domain (.com), and the path to a specific
document resource onthat host (/about/overview/).

A LAN s a series of computers connected within an organization. Many homes now have a LAN to share printers and
access to the Internet. Multimedia developers connect computers to distribute files, access applications froma local
server, or share hardware devices. Computersona LAN can be connected using twisted pair cable that resembles a
phone line, although wireless connectivity is increasingly common.

Ethernetis a common set of protocolsto control the flowof data on a LAN. Ethernet defines how files are
transferred, the speed of transfer, and the cablesused to connect the computers. Many LANs are using wireless
connections as computers become more mobile and users desire flexible network access. A wireless network requires
anaccess point (AP) that broadcasts a radio signal within a cell area. The AP often contains a firewall to prevent
unauthorized wireless network access. The AP is connected to a larger network system through a cable modem

or router (a switch to control data flow on a network). Computers need a wireless card or built-in wireless capability
to send and receive dataviaradio waves.

Wi-Fi and Bluetooth are two popular wireless LAN standards. The Wi-Fi (wireless fidelity), or 802.11b standard,
transmits on 2.4 GHz radio frequencies. Transmissionrate is 11 Mbps up to 300 feet away fromthe AP. Distance,
interference, and number of users can adversely affect the transmission rate. Frequent upgrades to this standard
introduce higher bandwidth and increased reliability of data transfer within the 2.4 Ghz frequency range. The 802.11g
provides bandwidth up to 54 Mbps and 802.11nintroduces newer transmission techniquesto achieve up to 100 Mbps.
The Bluetooth protocol was developed in 1994 to communicate between devices within 30 feet at 1-Mbps speeds.
Bluetoothis designed to transfer data between nearby computers and PDAs, or to communicate with a nearby printer
or other peripheral device.

Networks have increased the power of individual computers and expanded the efficiency of computer users. Networks
are also instrumental in fulfilling the visions of Bush and Nelson to build “trails” from one data point to another.

3.5 Summary

Computers are manufactured in many sizes and platforms. Mainframe and supercomputers are used in organizations
with high volumes of data and complex processing requirements. Personal computers use microprocessors to bring
computing power to the desktop of both multimedia developersand end users. Personal computers are defined by
their platform, the combination of hardware and operating system they use. Multimedia developers must consider the
development platform that meets their project requirements, as well as the delivery platform, the computer system
available to potential users.

All computer hardware systems share the basic functions of input, processing, storage, output, and transmission of
data. The system unit, consisting of the CPU, primary memory, expansion ports, and the circuitry that connects them,
provides the foundation for processing digital instructions and data. Peripheral devices support processing through
input and outputinterfaces on the systemboard. Hard drives, CD and DVD drives, and solid-state media are common
peripheral devices that support the main processing activity by storing software and data for later processing. Large
capacities of permanent, portable storage are necessary to deliver the applications expected of to day’s multimedia
computers. Networks unite computer hardware making it possible to share and distribute media within local
organizations or over wide geographic areas.

The evolution of multimedia hardware is far from complete. New devices appear daily. The marvel of the digital
computer is its scalability and adaptability. Computer microelectronics move ever-larger volumes of data at ever-
increasing speeds. Processors transform those bitsinto wondrousimages and sounds. But even the most advanced
hardware is simply a collection of components awaiting instructions and data from a user. Software, the subject of the
next chapter, transforms electronic computers into useful tools to create and manage an increasingly interconnected
world of digital multimedia.
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Optical photoconductor (OPC)
Optical storage

Parallel data transmission
Parallel processing
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Personal computer (PC)
Photo printer

Pipelining

Pit

Pixel

Primary memory
Protocols

Random access

Random access memory (RAM)
Raster scan

Read-only memory (ROM)
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RISC

Router

Scanner

Secondary storage

Sector

Serial data transmission
Server

Session

Solid-state storage

Spatial resolution
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Systembus
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Review Questions

What are the differences between a supercomputer, mainframe, and microcomputer?

. What are the two main components of a computer system?

. Why should a multimedia developer be concerned about cross-platform compatibility?

. What are the two main categories of computer hardware? Explain the function of each.

. Why is the systemboard an essential component of the system unit?

. What are the three main sets of transistors on a microprocessor chip? Identify the main purpose of each set.
. How do clock speed and word size determine the performance ofa CPU?

. Whatis the advantage of a 64-bit address bus over a 32-bit bus?

. What are the differences between and uses of RAM and ROM?

. How does cache memory improve the overall performance of a processor?

11. What are the similarities and differencesbetween USB and IEEE 1394 interfaces?

12. Why is the transfer speed of the hardware interface important to a multimedia user and developer?
13. What are the magnetic storage options for portable media?

14. How do pits and lands on an optical disc store digital data?

15. What is one advantage and one disadvantage of the CLV method of data storage?
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16. Why doesthe Vin DVD currently stand for versatile?

17. Why can DV Ds store more data than CDs?

18. What are three input devicesthat would be useful for a graphics artist?

19. What are the three computer display technologies? Identify a major distinction of each.

20. Whatis an advantage and disadvantage of each of the following printer categories: inkjet printer, laser printer,
photo printer, and colorlaser printer?

21. What is the distinctionbetween a WAN and a LAN?

22, Whatfeaturesdid the WWW introduce to the Internet?

23. Whatare the essential similarities and differences between Wi-Fi and Bluetooth?

24. Why is the Internet a special form of WAN?

25. Why is the client/server arrangement an efficient use of the server’s processor and the network’s bandwidth
capacity?

Discussion Questions

1. Recommend four essential system unit performance features a video developer should consider when purchasing a
computer to import, edit, and store digital video.

2. Identify the five main uses of secondary storage and recommend a storage medium for each one to manage 9oo MB
of digital sound.

3. What are the three major categories of secondary storage devices? List the main advantages and disadvantages of
each.

4. Do youthink CD-RW/DVD drives will soon replace magnetic external storage devices? Explainyour position.

5. Asa video editor ona multimedia productionteam, what type of secondary storage would you use for composing
and editing the digital video? Explainyour choice.

6. Many organizations are storing all their vital data on cloud storage services. Do you think this is a good idea? What
are the most important issues to consider? Support your answer with web research on these issues.

7. Locate arecent ad for a flatbed scanner and describe the performance features of that scanner.

8. Locatearecentad for a digital cameraand describe the performance features of that camera.

9. Will solid-state storage soonreplace magnetic storage? Explainyour position.

10. Researchhow render farms are used to develop digital animation sequences and report your findings.

11. Researchtwo cloud storage providers and compare the features of each. Identify specific provisions each makes
for the security and privacy of your data.

12. Reviewthe vision of Vannevar Bush and Ted Nelson and determine if today’s networks and search engines are
fulfilling their vision. Explain why they are or are not.



Computer Software

Topicsyouwill explore include:

Main Categories of Software
Operating Systems

Programming Languages
Applications

Functions of the Operating System
User Interface

Hardware Management

Program Execution

File Management

Types of Programming Languages
Low-Level Languages

High-Level Languages
Object-Oriented Languages

Visual Programming Languages
Software for Multimedia Development
Media-Specific Applications
Authoring Applications

Media Utilities



A computeris a blend of physical components, or hardware, and sets of instructions, or software. This chapter
presents the essentials of the different types of software that make multimedia development and delivery possible.
After completing this chapter you should understand:

B Thethree main categories of software
B The functions of operating systems
B The main typesand uses of programming languages

B Thedifferent types of software used to develop multimedia products



4.1 Categories of Software

Software is the collection of computer programs that governthe operation of a computer system. A program is a list
ofiinstructions that can be carried out by a computer. Without software, acomputer can do nothing. With the
appropriate software, computers can perform virtually any information-processing task. There are three main
categories of software. Operating systems are software that control hardware devices and basic system operations.
Programs that perform specific tasks are applications.Programming language software is used to create other
software programs. Each of these three types of software has important uses in multimedia computing.

4.2 Operating Systems

Operating systems are taken for granted by most users. We power on the computer and quickly launch into a favorite
application. Yet without the operating system there would be no accessto hardware, applications, or data.

The operating system is a collection of programs that provide a user interface, manage the computer’sresources,
and execute application programs. The user interface facilitates interaction with the computer system. Computer
resources such as memory, central processing unit (CPU), printers, and disk drives are hardware components
managed by the operating system. The operating system also manages and executes application software such as
Photoshop or Excel. Operating systems are vital to making the computer a useful tool.

Operating systems vary from one computer platformto another because different platforms use different hardware.
Versions of Windows manage hardware specific to the PC. OS X is an operating system designed for the hardware used
in the Macintosh computer platform. Other operating systems such as Unix and Linux are multiplatform systems
because they are easily adapted to control hardware from different manufacturers. While there are many operating
systems on the market, all performthe same basic functions. Multimedia developers rely on the operating systemto
provide an intuitive, easily navigated user interface; to manage a wide range of hardware devices; and to control the
operation of many different application programs.

User Interface

The user interface provides a means to communicate with the programs and hardware of a computer system. The
user interface may consist of commands typed into theoperating system directly, or it may be a series of icons and
menu bars. Early computers used commands to manage computer operations. This command-line interfacerequired
knowledge of a specific command language and precise attention to syntax: misplace a comma or make a spelling error
and the command would not execute. The command language interface discouraged widespread use of computers
because it was neither intuitive nor forgiving.

Visionaries such as Douglas Engelbart and Alan Kay recognized the limitations of this interface. Their ideas helped to
shape the first graphically controlled computer, the Alto, developedin1973. Alto presented computer functionsin
windows where an operator could manipulate a mouse to visually control objects like papersona desk. Thisearly
research into graphical computing paved the way for Steve Jobsto develop the first GUI (graphical user interface) for
the Lisa computer. This operating system was revised in 1984 for the Macintosh, which used a desktop metaphor
complete with folders, clipboard, and trash can to control complex hardware functions. The operating sy stem was
slowly adapting to the way people work and freeing the user fromlearning arcane computer commands.

The graphical user interface is standard in operating systems today. A GUI (or “gooey”) presents the functions of the
operating system as a series of icons, pull-down menus, and dialogue boxes. “Point and Click” and “Drag and Drop”
now provide users with easily learned, intuitive procedures to control complex computer systems. Thisinterface is now
extended to more than mouse pointersand clicking, as the mouse is being replaced with one or more fingers. Often
referred to as multitouch, this form of NUI (natural user interface) offers more intuitive control of the operating
system. Multitouchis a method of input that allows one finger or multiple fingers to manipulate the computer
interface. Itis one expression of a wider form of natural user interface that allows direct input to the operating system
without an intervening tool such as a mouse or stylus pen.

Touchscreen technology to control electronic devices was first introduced in the late 1960sby IBM. Both hardware and
operating systems have advanced dramatically since then to include single-touch action and multifinger manipulation
of screenimages. A 1991 publication by Pierre Wellner that described a “Digital Desk” first formalized multi-touch and
pinching motions to control the screen display. Apple acquired the technology in 2005 for use with the iPhone. It
became immediately popular in the mobile device market. The tabletop touchinterface used by Microsoftis another
expression of NUI. Introduced in 2001, thisinterface not only recognizes touching by multiple fingers, but also
recognizes certain devices, such as a digital camera or a cell phone, placed on the surface. Astablet computersand e-
readers proliferate, users will increasingly rely ona userinterface that doesn’t require an external input device.
Multimedia developers can now unleash a new wave of creative products that take advantage of natural user
interfaces.



Managing Computer Resources

Operating systems control a variety of computer resources including processors, memory, peripheral devices, and
networks. In many cases, the operating system (OS) performsits tasks behind the scenes with little or no user
interaction. In other cases, the operating system may provide special programs, called utilities, to assist usersin more
directly controlling operating system functions (Figure 4.1).
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The OS and the Processor

Operating systems control how programs are executed in the processor. Some processors are so powerful they can
support many users simultaneously. Multiuser operating systems control the amount of processor time each user’s
programwill have. This processis also called timesharingbecause the operating system allocates “slices” of
processor time to multiple simultaneous users. First one user, then another, will be given a few microseconds of the
processor’stime. Multiuser sy stems are also multitasking. Multitasking is the ability of the operating systemto
manage more than one application concurrently. Each user can be executing different programs to complete different
tasks and all will appear to be running at the same time.

Multiuser systems are found on midrange, mainframe, and supercomputers. These systems can support hundreds or
thousands of users at one time. However, if a sudden increase in users occurs, everyone will notice a slowdown in
computer performance because each user is competing for a “slice” of the processor’s activity. Unix and Linux are
common multiuser operating systems.

A microsecondis one-millionth of a second.

Operating systems for microcomputers such as the Macintosh and the PC are designed to support a single user.
Microcomputer operating sy stems also support multitasking. Multitaskingis particularly important for multimedia
developersbecause they often work with several programs at once. Earlier microcomputers frequently crashed because
the operating system lacked control over application execution. Multitasking often caused systems to “freeze” because
one application monopolized computer resources and failed to release control to other applicatio ns. Preemptive
multitasking givesthe operating system additional control over systemresources. The operating system caninterrupt
an application process and pass control to another program. The operating system can also regain control if one of the
running applications suddenly stops. This results in more stable performance when multiple applications are open.

The OS and Memory Management

Memory management is another important function of every operating system. The operating system controls how
much memory is accessed and used by application programs (Figure 4.2). Operating sy stems monitor use of memory
and release memory when the processor no longer needs it. With today’s multitasking environments, it is important to
havethe operating system allocate memory effectively among multiple programs. There is a finite amount of installed
RAM and it is easy to fill it up with several openapplications and large data files.

Virtual memory isamethod to expand the amount of memory available for processing tasks. The operating system
identifies a portion of the hard disk to simulate RAM. The operating system then swaps program segments between
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RAM and the hard drive through a process called paging. While this swapping process may slow down processing
time, it does make it possible to run large applications on a limited amount of RAM storage.

Virtual memory is sometimes helpful in multimedia development because it may make it possible to run several
programs concurrently on acomputer with insufficient RAM. However, virtual memory complicates and slows
processing and is no substitute for RAM. The preferred solution to main memory shortagesis always more installed
RAM.
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The OS and Peripheral Devices

Operating systems also include a number of programs to control peripheral devices such as monitors, printers,
keyboards, mice, and storage devices. These programs are shipped with the computer system or later added as device
drivers. Device drivers are programs that tell the operating system how to communicate with a peripheral device.
When a new device such as a scanner is added, the operating system must be able to recognize and manage that
device. Many of these peripheral devices are easily installed with advancesin “Plug and Play.” The operating system
senses that a new deviceis plugged into an interface and automatically configures the systemto support it.

In cases where the operating system does not automatically recognize the device, it may be necessary to install a device
driver. For example, some operating systems do not recognize certain printers as “Plug and Play” until the correct
driveris added to the operating system.
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Managing Network Resources

The widespread use of microcomputers on networks requires operating systems to manage the access and security of
networked computers. The operating system provides options to share files with other users on the network as well as
connect to network servers and printers. Operating sy stems include commands to connect to wide area networks
(WANSs) as well as local area networks (LANSs) (Figure 4.3). They also manage access to wireless networking. Current
microcomputers and mobile devices have operating systems that can be configured to detect and connect to Wi-Fi (or
AirPort) and Bluetooth networks.

Networks are particularly important for advanced multimedia development in which teams of specialists need rapid
access to planning documents and media files prepared by their colleagues.

OS Utility Programs

In addition to managing hardware devices to carry out basic system operations, operating systems also include various
utility programs (Figure 4.4 ). OS utility programs provide tools to optimize operating sy stem functions. Disk
management tools are a common utility set. These programs include disk repair, disk defragmentation, disk
partitioning, and backup routines. Other common utilities are programsto write CDs and DVDs, view graphics files,
uninstall programs, and set up screensavers. The file manageris also an important utility that providesa graphic
interface to managing data on secondary storage.

Most current operating systems bundle multimedia utilities such as basic image editing, photo management tools,
speechrecognition, and sound controls. The Mac OS is thoroughly integrating multimedia data in its operating sy stem
with a series of utilities that includesiTunes, iMovie, and iPhoto, as well as the popular QuickTime program. Windows
operating systems include Media Player for Internet radio and MP3 files, Movie Maker, and built-in drivers to transfer
images directly froma digital camera or scanner. Operating sy stems continue to expand their multimedia functionality
as new computer technology emerges.
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Figure 4.4 Utility programs provide tools to optimize the functions of the operating sy stem.
Disk Management

Managing disk storage and accessto data filesis anotherimportant feature of operating systems. Operating systems
prepare a disk for storage by formatting the storage medium. Formatting preparesa disk in three essential ways.
First, it defines track and sector addressing on the disk platter. These physical addresses are used by the operating
systemto locate and retrieve datafroma disk. Second, formatting defines a logical storage unit called a cluster-.

A clusteris the smallest unit of disk space that contains data. A single cluster can hold data from only one file.
Depending on the operating system, the cluster may span one or several sectors ona single track of the disk platter.
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Finally, formatting defines the file system for the disk. Thisis a type of index to each file name and clusterlocation
on the disk. Whena fileis retrieved, the operating systemlocates the cluster address based on the file system. When a
file is saved, the operating system records cluster addressing with the filename properties. Different operating systems
use different file systems. A common file system for the Windows OS is NTFS (New Technology File System) whereas
Apple OS X uses HFS Plus (Hierarchical File System Plus).

Disk Fragmentation

Disk fragmentation results when segments of a file (called data blocks) are scattered to noncontiguouslocations on the
disk. This slows access to the file and can decrease system performance. Defragmentation reorganizes file contents and

savesthem in contiguouslocations. Some operating systems, including OS X, automatically defragment disks.

Disk management also involves deleting files and reuse of disk space. When the user deletes a file, it is marked for
removalin the file system. Windows and Mac operating systems have a “Restore” command that will undelete files.
Thisrestores the address to the file. But once the user empties the “recycle bin” or “trash can,” it is more difficult to
recover the deleted files because the file system frees up cluster addresses for other data or program files. Only special
utility programs can recover the lost data.

File Management

Files are containers for data and programs. They have unique names and properties that are recognized by the
operating system. Understanding how to manage files is also important for the user. If a file is not carefully named and
savedin an appropriate folder, it can easily be lost in the myriad of files stored on the disk.

Many file names have two components separated by a dot: a prefix name and the file extension (see Chapter 2). The
user definesa data file prefix. The prefix name should clearly indicate the contents of the file, for instance RedRose.
Thefile extension can define two properties of a file: its source application or a file data type. RedRose.psdindicates
that the file is a Photoshop document; RedRose.gif identifies the file type (graphic image format).

Files are initially named when they are saved from RAM to secondary storage. The user must be aware of the filename
conventions of the operating system. For instance, Unix file names are case sensitive, whereas Windows and Mac OS
file names are not. The allowable length and the characters that can be included are also importantconsideratio ns for
file names. For years, DOS users struggled with very restrictive filename conventions. File names could only be 8
characters with no spaces or special symbols. Mac users could use 32 charactersto define a file name that included
spaces and no extension. Both Windows and Mac operating systems now allow more than 250 characters for prefix
names, enough to meaningfully name just about any file.

In addition to filename rules, the user must be aware of the importance of the extension. Some extensions are unique
to programs and must not be changed. For example, Photoshop.exe designates a Windows application file. If the
extensionis deleted or changed, the Windows operating system will not recognize the program. Application prefix
names should not be changed either, because there are many supporting programs that locate the applicationbased on
its name.

Opening Files with Missing Extensions

In cases where an extensionis missing, a data file can be opened within the application. Launch the application first,
then use the File/Open command to locate thefile in the directory of file names.

Other extensions identify the program that created the data file. A Word file has a .docx extension, Photoshop

uses .psd, and Adobe Acrobat has the extension .pdf. These extensions associate the data with the application.
Macintosh operating systems use either an extension with the file prefix or an icon to associate the data file with the
application.

File extensions are also useful for end users. If the extensionis correct, the user can “double click” on a data file name
and launch the applicationto viewdata immediately. However, if the extensionis deleted or changed, the operating
system may not associate a source application with the data. In both Windows and OS X, a dialogue box often appears
to select an application froma long list of installed programs that could have created the data.

Extensions can also define a specific data format. These datafiles are not associated with any particular application;
instead, they indicate the type of data stored in a file. For example, book.txtis an ASCII text file that can be opened
with any text editor or word processing application. Extensions such as .jpg, .gif, and .bmp are graphics images that
are openedin a variety of image-editing applications. Like other extensions, those that designate data formats should
not be changed. An .aiff extensionindicates a sound file. If the extensionis changed to .txt, this will not only confuse a
user tryingto locate a sound file, but also the operating system as it tries to relate it to an application.
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Directories

In addition to observing file naming conventions, effective file management also requires an understanding of
directories. A directory provides acommon storage label for collections of data files and program files. Directories
are similar to foldersin a file cabinet. Windows and Macintosh operating systems display filename informationin
directory windows (Figure 4.5 and Figure 4.6).

Directories are usually organized in a hierarchical pattern in which folders are placed within foldersto create related
subdirectories. Thelogical structure of directories and subdirectories can be defined either through pathnames or
graphically through folders that can be opened to reveal other folders. Pathnames identify the main directory firstand
then indicate subdirectories: “C:\Projects\AjaxCo\Website\Bid.doc” provides the path to a Word document, Bid,
stored on the computer’shard drive (C).
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Figure 4.5 Macintosh OS Finder: Filesand folders.
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Figure 4.6 Windows Explorer: Files and folders.

Like file prefix names, directory names should also clearly identify file contents. For instance, a popular directory in
the Windows operating systemis “My Documents.” This name clearly identifies the files as those created by the user.

Directories are also an important means of grouping related files for ease of access. For example, directories labeled
“JonesProject” or “SmithProject” might store all the files associated with a specific multimedia project. These could be
added as subdirectories within “My Documents.” Such hierarchies of directories provide an efficient index to locate
specific files.

Another important function of operating systemsis to provide tools to create and manage directories. Windows has a
file management utility named Windows Explorer that displays the contents of a disk directory. Users canmove, copy,
rename, and delete files as well as set up directories within the GUI window area. Windows Explorerisan important
utility to control the contents of a disk. The Mac OS also provides a window to the contents of a storage device. Within
eachwindow of a directory the user can move, copy, rename, and delete files. New folders are easily created in each
window to further organize files on the disk. Using meaningful file names and appropriate directories makes it much
easier to locate specific files among the hundreds that are often created in the course of a multimedia project.

4.3 Programming Languages

The second major category of software is programming languages. A programming language is a defined system of
syntax (or “grammar”) and semantics (or “vocabulary”) to write computer programs. All operating systems and
software applications are writtenin a programming language. There are many different programming languages.
Some languages, like BASIC, provide the fundamentals of programming and are simple to learn; others, like C, are
difficult to master but very powerful. Some languages are better suited for scientific programs, others for business
applications, and still others for multimedia programs.

Programming languages are divided between low-level and high-levellanguages. Low-level languages relate directly to
specific processors, requiring programmers to understand technical details of the computer’s hardware. High-level
languages are not tied to specific hardware. They are more flexible and easier for programmersto understand.

Low-Level Languages

In the early 1950s, when computer hardware systems were limited, programs were developed for each specific
computer using a set of commands that were recognized directly by the computer’s processor. These machine -
dependent languages are known as low-level languages.

Machine Code

0011110 0101101
1001100 0111001
0100110 0111001

The most basic low-level programming language is machine code, in which program commands are directly coded in
binary digits to control specific computer systems. These commands are immediately recognized and executed by the
processor. Infact, machine code is the only language the computer can directly execute. Ultimately every other
language must be translated into machine code before it can be processed. But machine-code programming is very
tedious. Programmers quickly tired of writing commands in strings of binary digits and turned to a series of
abbreviations that were less error prone and easier to use. This form of low-level programmingis known asassembly
language.

Assembly language uses easily remembered combinations of letters as abbreviations for the os and 1s of machine-
coded programs. This greatly improves the efficiency of programming, but the assembly language abbreviations still
haveto be translated into machine code before the computer processor can execute the program. A translator program
called an assembler converts abbreviated code into a binary program. Assembly code is also machine dependent, so a
programwritten for a specific computer model could not run on a different computer system. Programmers still use
assembly language to create fast and efficient programs because the commands are designed to correspond directly to
machine-code instructionsin a particular computer’s CPU.



Assembly Code*

A =add

C = compare

MP = multiply

STP =store

* Assembly languages have different sets of abbreviated codes.
High-Level Languages

Computers and software proliferated inthe 1960s. High-level languages emerged that were more English-like, less
error prone, and not dependent on specific computer systems. High-level languages are those that abstract from
specific hardware components, allowing programmers to concentrate on the program itself rather than the way it is
implemented in the computer. Using high-level programming languages, programmers could ignore the operation of
specific computers and write programs that could be run on a wide range of computer systems. Useful applications
soon multiplied. Languages such as BASIC, COBOL, Pascal, and FORTRAN were widely used to develop software
applications. Although these languages are easier for programmers to use, they too must be converted to machine
language before they canbe executed. This process of converting “source code” written by the programmer to machine
code for a specific computer systemrequires either an interpreter or a compiler.

Interpreters and compilers are programs written to read source commands and translate them to a string of 0s and 1s
that the specific computer can process. Interpreterstranslate one line of the program into machine code, execute
that line of code, and proceed to the nextline in the program. Every time the program is executed it must be
interpreted to binary code, one line at a time. Thisis a time-consuming process, especially for software applications
with millions oflines of code. The main advantage of interpretersis that programmers can more easily correct errors
in a program that is translated line by line.

A compiler converts the entire source code programinto machine code. This produces an executable file that runs on
a specific computer. The compiled file is much faster to execute because the entire program is saved in its machine-
code format. Software applications such as Corel Draw or PaintShop Pro are compiled programs that run on a specific
computer platform. The compiler for Windows-based computersisvery different from the compiler for Macintosh
systems because the two platforms use different hardware. This is why software purchased for Windows cannot be run
on the Mac OS.

Approaches to Programming

There are two main approaches to programming: procedural and nonprocedural. Procedural

programming follows a series of computational steps that focus on a specific result. This method of development
divides complex tasksinto routines, subroutines, and functions, all contained in a single program environment where
each step is linked to the previous step. These subprograms can be reused in multiple locations of a larger programto
reduce the need for redundant code, butit is difficult to migrate such routines to other applications because the
various components are interdependent. Languages such as FORTRAN, C, Pascal, and BASIC, among hundreds of
others, facilitate this procedural approach to application development. They are effective for many programming tasks
but do not allow programmers to reuse the code modulesin other applications without significant code modification.
Thisresults in decreased efficiency and adds increased maintenance costs to application development.

Nonprocedural programming languages maximize programmer productivity by recycling modules from one
applicationto another, thus making application development more responsive to the task with less emphasis on how
to achieveit. Two categories of this approach, object-oriented languages and visual programming, are making
programming easier and faster.

Object-oriented programming languages use self-contained programmed objects that are repeatedly referenced
in an application. These objectshold all the data and instructions for a particular task (Figure 4.7). Independent
objects with their own characteristics interact with each other based on a series of messages from other objects. The
programmer structures the exchange of messages between objects to build up complex operations. Object-oriented
programming allows developersto quickly test routines and easily incorporate routines from other projects. C++,
Java, PHP, and Perl utilize this object approachto application development.

Visual programming uses a graphical interface to expedite writing source code. Command segments are created
using “Drag and Drop” procedures. Once a segment is developed itis compiled to machine language and can be used
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without having the entire application completed. Visual programming is often used for rapid application development
(RAD) because it offers an effective means of generating an application with various stages of testing and usability.
Visual Basic .NET is an example of an object-oriented language that includes visual programming (Figure 4.8).
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Figure 4.7 An object to managea “circle” has three methods defined to shape, show, and erase a circle. The instructions to make the shape, as well
asthe data for thelocation and size of the circle, are contained in the object.

Programmers often use object-oriented languages and visual programming to create customized routines for
multimedia applications. Special features such as database interactions or user control of players, vehicles, and other
objectsin video games may be created using a language like Java or C++. These programs canthen be compiled for
use in the application.
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Figure 4.8 Visual Basicisa visual programmingenvironmentthat allows programmers to build object-based programs. The programmer uses
buttons and text boxes to assign properties and write code for each object. The segments can beindividually tested as each set of properties and code
is developed.

Programming languages are essential for all software development. Every application and operating systemis
generated fromthese languages. While machine code remains the lingua franca of computer hardware, modern
languages are making it easier to craft applications that address a wide range of computing needs. The computerisa
word processor, 3-D game, or window to the Internet using the applications that are developed with programming
languages.

Scriptingis a simplified form of programming provided within an applicationin order to extend its functionality or
automate routine tasks. Scripts are used in productivity applications to automate a series of taskssuch as a
spreadsheet macro to sort, print, and save a data set. Several multimedia development applications also offer an
embedded scripting feature. Adobe Flash (ActionScript), Adobe Director (Lingo), and Autodesk Maya 3-D animation
software (MEL) offer scripting capability. This allows developers who may not have formal programming skills to
improve the functionality of their multimedia applications.

4.4 Application Software

An application is software that performs a specific task. These programs combine with the operating system to make
computers productive tools. Early software for microcomputersincluded word processing and spreadsheet
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applications. Today’s business productivity tools also include database, presentation, project management, desktop
publishing, and time management applications. These programs are often bundled together with a common interface
and integrated set of commands. iWork, Microsoft Office Suite, and OpenOffice.orgare examples of these program
suites.

There are two major types of software for multimedia development. Media-specific applications are used to create
and edit the individual media elements (text, graphics, sound, video, animation) that make up a multimedia

product. Authoring applications contain software tools to integrate media components and provide a user
interface. This chapter provides a brief overview of media-specific and authoring applications. More details about each
ofthese topics will be found in Chapters 5through10.

Text

Multimedia developers use several types of application software to create and edit text. The most common are word
processors such as Corel WordPerfect or Microsoft Word. These programs make it possible to readily create text in
different fonts and styles, check spelling, search and replace words and phrases, and import and exporttextina
variety of file formats. These functions are just as important in multimedia development as they are in other forms of
communication.

Text editor software, such as Notepad, generates ASCII text files. Unlike a word processor file, an ASCII file is
compatible with any platformor application. The disadvantage of an ASCII file is that it does notinclude the advanced
formatting and style options available in word processors. Text editors are very useful, however, for tasks that require
only simple formatting, such as writing source code for computer programs. Notepad, for example, is commonly used
to write XHT ML code for web pages.

The development of the World Wide Web also introduced specialized programs designed to preserve the formatting of
textdocuments and to support a variety of interactive features such as hyperlinking, text searching, and speech
synthesis. Multimedia developers use Adobe Acrobat to produce PDFfiles that incorporate these features. Acrobat text
files are cross-platform compatible, making them ideal to distribute highly formatted text over the Internet. PDFs are
readily viewed using a free Acrobat Reader.

Multimedia text is further explored in Chapter 5.
Graphics

Graphics applications generate 2-D or 3-D paint and draw images. Developers may use several graphics applications,
each specialized for the type of image they seek to create. Paint programs contain tool sets to create graphics objects
as well as editing tools for digital photosor scanned images (Figure 4.9A). They offer awide array of features such as
filters (blur, emboss, pixelate), image adjustment settings (scale, brightness, rotate), and special effects (drop shadow,
gradient overlay). Special control over individual image elements is possible using layers and mask options. Text tools
are used to generate graphics text with distinctive patterns, shapes, and 3-D effects.

Draw programs containa distinctive set of tools for creating basic shapes such as ovals, rectangles, Bezier curves,
and polygons generated from mathematical formulas (Figure 4.9B). These shapes are grouped, filled, and scaled to
produce complex drawnimages. These programs create unique logos, designs, and graphics objects that can easily be
resized for specific multimedia projects.

Many projects, especially animation sequences and gaming applications, require 3-D images. 3-D imaging
programs are used to model 3-D objects, define surfaces, compose scenes, and render a completed image (Figure
4.10).Inmodeling, the graphic artist creates the shape of an object;in surface definition, color and texture are
applied; in scene composition, objects are arranged, lighting is specified, and backgrounds and special effects are
added. Because the creation of the objects and scenes of 3-D graphics can be very time consuming, many 3-D
applications provide libraries of clip objects that can be adjusted for individual projects. The final stage of 3-D graphics
is rendering. Rendering creates a 3-D image fromthe specified scene. Renderingis both processor intensive and time
consuming because the software must calculate howthe image should appear based on the object’s position, surface
materials, lighting, and specific render options.
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Figure 4.9 (A) Photoshop painttools palette. (B) Corel Draw tool palette.
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Figure4.10 3-D graphics application (Carrara) to model, define surface, composescene, and render objects.

Table 4.1 Sample Graphics Applications

Paint Draw 3-D Graphics
Photoshop (Adobe) Ilustrator (Adobe) Carrara (Eovia)
PaintShop Pro (JASC) Draw (Corel) Bryce 3-D (Corel)
Painter (Corel) FreeHand (Macromedia) Infini-D (MetaCreation)

Gimp (open source) Inkscape (opensource) Blender (open source)




Image editing and creationis an important part of multimedia development. Graphic artists select the application they
will use—paint, draw, or 3-D graphics program—based on the specific needs of the project (Table 4.1). Graphics

suites bundle several applications that share a common command set and interface. Adobe and Corel each offer a
graphics suite with paint and draw applications.

The different types and uses of graphics are further discussed in Chapter 6.

Table 4.2 Sound Applications

Sampled Sound Synthesized Sound
Sound Forge (Sonic Foundry) Cubase 6 (Steinberg)
Soundbooth (Adobe) SONAR (Cakewalk)
Sound Studio 4 (Felt Tip) GarageBand (Apple)

Sound

There are two major types of sound applications for multimedia development: sampled and synthesized (T able

4.2). Sampled sounds are digital representations of analog sound sources captured from microphones or other
devices. Software settings control the sound format of the sound recording. Sampled sounds can be edited in a wide
variety of ways such as trimming to delete dead space, splicing to combine sound segments, setting fade-in and fade-
out (enveloping), adjusting volume, and adding special effects such as echoes or sound reversals (Figure 4.11).
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Figure 4.11 Audacity edit window where analog sound isrecorded to a digital file and edited. Special effects can be applied and additional tracks
canbeadded and mixed to create a sound file for a multimedia project.

Synthesized sound applications use digital commands to generate sounds. These commands can be captured froma
MIDI instrument such as an electronic keyboard or created with a sequencer program. Using sequencer programs
such as Cakewalk or GarageBand, developers can enter music notations, determine instruments to play, layer
instrument tracks to achieve a full-orchestra effect, and synchronize sound tracks to play a rich musical score. The
musical file is then saved and played back ona computer’s synthesizer, an electronic device to generate sound. MIDI
applications are a good source of original music for multimedia applications. However, the developer does need to
know music notation and have musical talent to generate high-quality sound files. Digital sound is further explored

in Chapter7.

Video

Video applications provide an environment to combine source material called clips, synchronize clipsto a sound track,
add special effects, and save the work as a digital video. High-quality digital video production once required
specialized, expensive hardware and software only available to large multimedia development firms. The widespread
use of digital video cameras, the development of more powerful microcomputers, and improvements to the Web made
digital video production practical for most developers.
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A video project starts by assembling film clipsin a project window (Figure 4.12). The clips can be still images,
animations, sounds, or digital video files. Video applications provide tools to move and insert clips on a timeline, set In
points and Out points, trim the clip, and define transitions between tracks. Sound tracks, title fields, and special effects
such as superimposing, transparency, and lens flare add to the video composition. Video editing applications also
define playback size and frame rate. When the video projectis complete, the application provides settings to saveit in
specific file formats and compression schemes. Video formats include .MOV for QuickTime, .AVI for Microsoft
Windows, .RM for RealNetworks streaming video, and .MPEG for DV Ds.

Figure 4.12 Video-editing process with Final Cut. Clipsare imported into the project window, arranged on a timeline, and previewed. Special
effects and transitions are added before exportingthe final video project.

Table 4.3 Digital Video Applications

Home User Developer
iMovie (Apple) Premiere Pro (Adobe)
Final Cut Express (Apple) Final Cut Studio (Apple)
VideoStudio Pro (Corel) Production Premium (Adobe)
Vegas Pro (Sony)

Basic software applications such as Apple’siMovie make editing and saving digital home movies easy and affordable.
Developersrely on more robust applications such as Final Cut Pro or Adobe Premiere to create professional-quality

digital video (T able 4.3). Additional detail on digital video is presented in Chapter 8.
Animation

Animation software is used to create and edit animated sequences. Animation is the technique of using a series of
rapidly displayed still images to produce the appearance of motion. Animation software has greatly simplified the
traditional work of animators (Table 4.4 ). Objects are drawn or imported into the software where they are
manipulated in a series of still frames. Frames are played back in sequence to create an illusion of motion (Figure
4.13). Each frame represents a single instance of the animated sequence. Typical animation tools control the path of an
object, object shape, and color changes over the frame sequence. Objects are placed on a timeline where effects canbe
applied to fade in, morph, rotate, spin, flip, or change pace. Multiple objects can be layered to interact with each other
to create more complex animations.

Table 4.4 Animation Applications

Maya (Autodesk) Director (Adobe) Flash (Adobe)
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Figure 4.13 Animation sequencein Flash. Thereare 48still frames in the sequence. The playback of these 48 framesgives the appearance of
swimmingfish.

Multimedia projectsinclude a wide variety of animations ranging from simple animated logos to full-length feature
films such as Toy Story or Madagascar. Additional details on animation are presented in Chapter 9.

Media Utilities

Developers use a wide array of media utilities in addition to media-specific applications (Table 4.5). Media

utility programs add functionality to media-specific applications. Some utilities provide productivity features such as
image or font cataloging; others perform specific tasks such as color matching or compression. These “enhancement”
programs include the following:

B Clip libraries of images, sounds, and animations

B Color utilities to match Pantone color ink formulas for printers
B Image cataloging programs to manage image files

B Font utilities to manage, create, and convert type formats

B Fideo production utilities to encode and publish streaming video and audio to an array of streaming formats and
codecs

B Compression applications to reduce file sizes of specific media and application projects

Table 4.5 Sample Utility Programs for Multimedia Development

Eye Candy (special effects) MonacoEZColor (color FontReserve (font utility)
management)

PhotoObjects (royalty-free Cleaner 6 (publish/compress video Sonicfire Pro (manage sound tracks for

clip images) and audio) video projects)

Sorenson Squeeze Extensis Portfolio (image cataloging)  Stufflt (compressfiles)

(compression suite)

Authoring Software
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Authoring applications are programs specifically designed to facilitate the creation of multimedia products. They are
used to assemble media elements, synchronize content, design the user interface, and provide user interactivity
(Figure 4.14). Authoring programs fall into one of three main categories based on the metaphor they use to organize
media elements. Programs such as ToolBook, PowerPoint, and SuperCard use a card-based metaphor in which
elements are arranged much as they might be on index cards or the pages of a book. These applications are easy to use
and areideal for products such as information kiosks, lectures, and tutorials that do not require precise
synchronization of individual media elements. Others, such as Director or Flash, use a timeline of separate frames
much like a motion picture film. These applications provide the precise control needed for advanced animations.
Other authoring programs, such as Authorware, use icons arranged on flow lines to quickly develop a wide range of
multimedia productsincluding advanced tutorials, product demonstrations, and simulations. Icons can represent both
content (images, text, animations, video) and a wide range of interactions (play, stop, go to, calculate, etc.).
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Figure 4.14 Two common authoringapplications are Keynote (A) and Flash (B).

Authoring software and the authoring process are discussed furtherin Chapter 10.
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4.5 Summary

Software is the collection of programs that make a computer a useful tool. Operating systems provide the “hidden
programs” to control hardware devices, application execution, and access to data. Programming software provides the
language to create operating systems and computer applications. Application software makes it possible for users to
carry out an ever-expanding array of tasks with their computers.

Multimedia development requires awide selection of applications to capture and prepare various media components.
Media specialists such as graphic artists, sound specialists, and video editors use increasingly powerful media-specific
application programs to prepare digital content for multimedia projects. Once the media components are completed,
they are assembled using an authoring application. Authoring software integrates the media, providesinteractivity,
and produces the final multimedia project.

Key Terms

3-D imaging program
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Application

Assembler

Assembly language
Authoring application
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Macro
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Review Questions

What are the three main categories of software?

. What is the main function of each category of software?

. Why is the operating system critical to a computer system?

. What are the three types of user interface presented by an operating system?

. How doesthe operating system control access to the processor by multiple users?

. Why is multitasking important for multimedia developers?

. What is virtual memory and when is it helpful to a developer?

. What are the three ways formatting prepares a storage disk for data?

. What are two important considerations when naming a data file?

. What are directories and how can they be used to manage media files effectively?
. Why are programming languages an important type of software?

12. What is the essential distinction between low-level and high-level programs?

13. Why must all programs be translated to machine code?

14. What is the difference between an interpreter and compiler?

15. What is the distinction between procedural and nonprocedural approaches to programming?
16. What is the difference between a text editor and a word processing application?
17. What is the difference between a paint and draw application?

18. What is the difference between sampled and synthesized sound applications?

19. Why might a developer rely on media utility applications?

20. Whatis the purpose of authoring software?
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Discussion Questions

1. Open the system preferences onaMac or Windows operating system. Explain how you can control five different
hardware devices through the operating system.

2. Locatethe operating system utility programsin Mac OS or Windows and list three OS utility programs.

3. Researchand reporton developmentsinnatural user interface control of digital devices.

4. Locatethe yahoo.comdirectory of programming languages (Directory > Computers and Internet > Programming
and Development > Languages). How many languages are listed there? Why do you think there are so many
programming languages? Choose one language and report how it is used.

5. Pointyourbrowser to http://www.tucows.com. Search for popular media utilities for editing images or sound.
Select one image-editing and one sound-editing utility and describe the main features of each.

6. Researchthe media youcan add to a Word document. Do you think Word is an authoring application? Why or why
not?
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In 1518, Michelangelo sketched a series of simple images on the back of an envelope. This scrap of paper, today
preserved at the Casa Buonarrotiin Florence, is perhaps the most valuable shopping list of all time. Known simply

as Three Lists of Food, the sketchincludesthe artist’s menu for a meal for two, including six rolls, two soups, and a
fish. Apparently the person who was to fetch the ingredients was illiterate and so had to be told what to get in pictures.
Michelangelo knew how to draw; but how much easier it would have been, even for him, if his assistants knew how to
read. And if he had wanted a thousand fish, that one word would have been worth a thousand pictures. Writing, now
as then, is sometimes the most efficient mode of communication.

The power and usefulness of text derivesin part fromits universality. Literacy is a requirement of modern social life.
In much of the world it is a formal condition for citizenship. A few people can paint; nearly all can read and write.
Multimedia developers often take advantage of the universality of reading. Itis commonto label new icons to make
their meaning clear. When the new iconis widely recognized and has itself become a symbol, the label is often
dropped. Developersalso list contents, write out instructions for Help screens, and add their names to credits (as well
as invoices). Text speaksto nearly everyone.

Text also has unique powers of expression. E=mc=. Five symbols capture a set of concepts—energy, equivalence, mass,
the speed oflight, squaring—that are invisible to the senses but made evident to the mind in text. No picture can
replace this simple formula, though one might help to explainit. Multimedia developers, like other writers, continue to
use textto express abstract concepts.

Text canalso be powerfully suggestive, engaging a reader’simagination, creatingits own images, or prompting a string
of unexpected reflections. Byronwrites of a looming battle and our minds fill in the images:

The Assyrian came down like the wolfon the fold

And his cohorts were gleaming in purple and gold;

And the sheen of their spears was like stars on the sea,
Whenthe blue wave rolls nightly on Deep Galilee.

(Hebrew Melodies, “The Destruction of Sennacherib”)

He speaks of his life and we reflect on our own, and on life itself:
My days are in the yellow leaf;

The flowers and fruits of love are gone;

The worm, the canker, and the grief

Are mine alone!

(“On This Day I Complete My Thirty-Sixth Year”)

Byron, as the poem’s title suggests, was 36, and this was the last year of his life.

The suggestive, engaging power of text does not belongto poets alone. Politicians useit: “Ask not what your country
can do foryou;ask what you cando foryour country” (JohnF. Kennedy). And so do advertisers: “99 and 44/100%
pure” (Ivory soap); and song writers: “I tried to forget youbut youtied bells to your name. They jingled every time I
thought of you, without shame” (Jewel). Multimedia developers also craft their wordsto capture the attention and to
engage the imaginations of their readers.

Like all writers, multimedia developers value text for its universality, its clarity and efficiency, and its powers of
abstraction, engagement, and suggestion. But unlike traditional writers, the multimedia developer hasa wide choice of
media, and this adds another step to the “writing” process. Developers must decide where and how to use text most
efficiently and effectively. They generally avoid lengthy text presentations because reading is more difficult on-screen.
They often provide instructions in text rather than sound because listening is more tiring than read ing. Multimedia
developers also make use of new tools for creating engagement with text. Words canbe animated to attract attention.
They canbelinked to other words, sounds, or images to entertain or to inform.

Much of the creative challenge of multimedia development lies in effectively exploiting the potential of a new
technology, of finding new uses for text and other media. Textalso has a long history and a set of traditional



conventions that remain important for multimedia development. These are the foundation on which developers build
new forms of multimedia writing.

After completing this chapter you should understand:

m Key elements of traditional text, including typeface, font, style, case, weight, kerning, tracking, leading, and
justification

B Fundamentals of computer textincluding codes, font technologies, anti-aliasing, and the problem of installed fonts

m Defining features and uses of multimedia text: editable vs. graphics text, text and sound (speech recognition and
speech synthesis), hypertext and hypermedia, and multimedia text formats

B Major options for adding text to a multimedia application

B Basic guidelines for the use of text



5.1 The Text Tradition

Textwas dramatically transformed by the invention of the printing press in the 15th century. Inadditionto greatly
increasing the volume of written communication, the printing press also standardized many elements of text
presentation. A number of the print-based text properties remain important to multimedia developers today.

Typeface

Characters are grouped into families that share a common design. These designs are traditionally called typefaces.
Examples of typefacesinclude NewY ork, Times, Helvetica, and Courier. Typefaces are carefully designed for specific
purposes, and thousands have been created. Bell Centennial was created for telephone books and Spartan Classified
was specially designed to improve the legibility of small classified ads in newspapers.
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Figure 5.1 Serif text.
Times: A serif typeface
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Figure 5.2 Categories of typefaces.

Typefaces are commonly divided into two major categories: serif and sans serif. A serif is a fine line added to finish a
letter stroke (Figure 5.1). Serifs tend to make letters flowinto one another. This makes it easier for the eye to move
from one word to the nextin long segments of text. As a result, serif textis often used for the longer selections of text
known as body text. Sans serif textis text without a serif (sans is without in French). Thistext typically hasa clean,
bold look. Sans serif text is traditionally used for headings. Other categories of typefacesinclude script, type that is
designed to look like handwriting, and symbols (Figure 5.2).

Style

Typefaces generally contain several styles of letters. Styles are readily recognized variations in the appearance of
charactersthat allow writers to adapt the typeface to specific purposes. Roman or plain text is usually used for body
text while bold, italic, and underlined styles are often used for titles or for emphasis.

Point

A point is a measure of the size of type. T he individual letters, numbers, and other characters that were mounted in
printing presses were measured in points. A point is approximately 1/72 of aninch. Another traditional measure based
on the point is the pica. A pica is 12 points; 6 picas is approximately 1 inch.

A typeface may be printed in many different sizes. The point size of a typeface measuresthe space within which each of
its charactersis designed. Thisis approximately the distance from the bottom of the descender, the portion of the
letter normally written belowa line (as in the dropped vertical line ofa “p”) to the top of an ascender (as in the rising

verticalline ofa “d”).

The print industry also works with a variety of other measurements, including the height of capital letters (cap height)
and the height of the small letter “x” (x-height) (Figure 5.3).
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Figure 5.3 Point size, cap height, and x-height.

Font

A complete set of characters of a particular typeface, style, and size is traditionally known as a font. New York,
italic, 12 point is an example of a font. A typeface has many different fonts.

Some fonts are monospaced while others are proportional. Monospaced fonts assign the same width to each

character, regardless of its shape. In monospaced fonts, narrower letters such as an “i” occupy the same space as wider
letterssuch as an “m.” Monospaced fonts have the somewhat choppy appearance of typewriter text. Proportional
fonts adjust the width of a letter or other character based on its shape. Narrowletters are assigned less space than
wider letters. Proportional fonts are usually easier to read and more elegant because they distribute characters more
evenly (Figure 5.4 ).

Courier is a monospaced font.

Palatino is a proportional font.

Figure 5.4 Monospaced and proportional fonts.

Case

Small letters are traditionally labeled lowercase. Capitals are called uppercase. These designations refer to the
containers, or cases, used to store the two different types of metal castings for use in printing presses. Capitals were
stored in casesplaced above the cases holding small letters.

Weight

Some typefaces are designed in multiple versions with lines of different thicknesses. Weight is the line thickness of a
typeface. Thinlines are designated as lighter weight with thicker variations being heavier weights. A versionof a
typeface with particularly heavy weight is sometimes designated as “black.” Arial, for instance, is light and Arial
Black is heavy.

Kerning

The different shapes of letters sometimesresult in distracting variationsin letter spacing. At standard spacing,
uppercase “A” and “W” appear to be further apart than uppercase “H” and “N” (compare AW & HN). This effect canbe
corrected by moving the pairs of letters either closer together or further apart. This process of adjusting the spacing
between pairs of letters is kerning (Figure 5.5).

Before kerning: AW
After kerning: AW

Figures.5 Kerning.
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Tracking

It is also often desirable to change the spacing of all characters, or tracking. More space between lettersresultsin a
looser track, less space produces a tighter track. A tighter track can usually be used on shorter lines of text; longer text
lines typically require alooser track. Tracking adjustments are also often used to adjust the length of individual lines to
avoid hyphenation (Figure 5.6).

This is a tighter track.
This is a looser track.

Figures5.6 Tracking.

Condensed/Extended Text

Changing the proportions of the characters themselves can also alter the length of a textline. Instead of inserting more
space between characters, asin tracking, the width of a character canbe narrowed or widened. Narrowing the width of

charactersresultsin condensed text, wideningresults in extended text (Figure 5.7).

Condensed and extended text are usually used for space adjustments to an individual line of text or for artistic effect.
Because fonts are carefully designed for specific purposes, condensing or extending the font in large blocks of text
should usually be avoided.

This is Futura.
This is Futura Condensed.
This is Futura Extended.

Figure 5.7 Condensed and extended text.

Leading

The spacing between lines of text can also be adjusted. Thisis referred to as leading (pronounced “ledding”). The
term is derived from the use of thin strips oflead to separate lines of text in printing presses. In general, as the number
of words in a line of textincreases, leading also needs to increase. Leading and trackingare also interrelated: a looser
track typically requires greater leading and a tighter track less leading. Thisis because the distance betweenlines of
textneeds to be greater than the distance between words. Iflines are spaced more closely than words the eye will tend
to jump to the nextline rather than movingto the next word on the same line (Figure 5.8).

ATighter Track with Less Leading

A Looser Track with More Leading
Modern scholars have interpreted the various symbols in Lippi’s Modern scholars have mnterpreted the various symbols in Lippi's
works differently, and perhaps Lipp1’s contemporaries did as well. WOTK.S differently. and perhaps I..I]Jpl‘S contemporarnes d!dzls well.
We simply do not know exactly what the |5th-century viewer We simply do not know exactly what the ISth-century viewer

would have seen in Lippt's art. but we do know that they would have

would have seen in Lippi's art. but we do know that they would have . o X , p )
approached his paintings with symbolic references in mind.

approached his paintings with symbolic references in mind.

Figures5.8 Trackandleading.

Alignment and Justification

Alignment and justification are also characteristics of print-based text that continue to be relevant in multimedia
development. Alignment is the position of text relative to a document’s margins. Text aligned to the left margin has a
ragged (uneven) edge to the right. Centeredtext has ragged edges on both sides. Text aligned to the rightmargin has a
ragged edge to the left. Justification is the process of adjusting line lengths to produce straight edges on both the left
and right margins. Thisrequires adjustments in the spacing of charactersto make each line of text the same length.
Traditionally, justified text has been used for more formal presentations and for the columns of text in magazines and
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newspapers. Left-alignment produces a more casual feel. Centered text and right-alignment are usually used for
aesthetic effect (Figure 5.9).

Left Aligned Centered Right Aligned Justified

Figures5.9 Alignment and justification.

5.2 Computer Text

Textasit is treated by the computer shares many features with traditional text. Word processing programs allow their
users to easily change the appearance of text and its size by changing typeface, style, and points, for example. In
almost all programs, however, typefaces are listed, somewhat inaccurately, as “fonts” (Figure 5.10). Strictly speaking, a
fontis not the whole collection of characters with a single design—this is a typeface. Instead, afontis a set of
characters within the typeface of a particular size and style. Palatino, bold, 18 pointis a font; Palatino is a typeface.
The substitution of “font” for “typeface” isnowwell established in the computer industry, however, with nearly all
references to computer font actually referring to typeface. Inthe sections below, the current convention of using “font”
for what traditionally would be called a “typeface” will be followed.

Font

'~bnt.q Character Spacing T Animation |

Font Font style: Size:

{Mm [ Regular 12
Palatino ™ Regular 12 P
Papyrus Italic 14 m
Party LET @ o 1
PartageITCTT | Bold Italic 18 .
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Font color Underline style Underline colos
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Figure 5.10 Word processors use “font” for “typeface.”

Word processing programs also allow users to manipulate many other elements of traditional printing operations.
Users can generally adjust kerning (the spacing between pairs of letters) as well as tracking (the spacing between all
letters) and leading (the spacing between lines). Condensed (narrowed) and extended (widened) fonts are also often
available.

Codes for Computer Text

All the data in a computer must be represented by a binary code, a combination of 1s and 0s. Developingsucha code
fortextis relatively simple: each character (letter, number, symbol, punctuation mark, etc.) is assigned a unique
combination of bits. Several different coding schemeshave been developed for computer text. Two of the most
important are ASCII and Unicode.

ASCII ASCII stands for American Standard Code for Information Interchange. Virtually all computers can readily
process ASCII files. The original version of ASCII was a 7-bit code. An expanded version of the code, known as

“extended ASCII,” uses an 8-bit code, thus doubling the number of charactersthat can be represented.

ASCII coding produces a very basic text file in which only letters, numbers, common symbols (for example, “+” or
“©?7), punctuation marks, and a limited set of control functions (for example, delete or carriage return) are
represented. Notepad onthe PCis an example of a basic ASCII text program.
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Designing a Text Code

Binary codes are carefully chosen to facilitate specific tasks. For instance, the ASCII code was designed so that
lowercase and uppercase versions of the same letter differ only by the value of one bit. Changing that single bit
changes lowercase letters to uppercase and vice versa.

More advanced word processing programs, such as Microsoft Word, use proprietary coding schemes that support
many more characteristics of text, such as styles (underline, italic), tabs, and so on. Computers that do not have these
word processors or compatible programsinstalled will not be able to read these more elaborate codes.

Most word processing programs can also produce ASCII versions of files. Users simply save the file as ASCII or “text
only,” under the Save As or Export options. ASCII files can be read on nearly every computer, but the conversion
process will strip away much of the formatting information (for example, tabs, text alignment, and text styles)in the
original word processor file, leaving behind only those elements supported by ASCII code. The text it self will be
preserved, however. If the objective is simply to create basic messages, an ASCII text editoris very effective and
efficient.

RTF A variation of ASCII that is also available in many word processorsis RTF. RTF, or Rich Text Format, was
developed by Microsoft to facilitate cross-application and cross-platform use of text files produced by different word
processors. RTFisbased on the ASCII code but it also includes special commands to reproduce the formatting of the
original file. In this way, text files created using one word processor and operating system can be opened and edited
using another word processor or operating system without loss of the original formatting. Like plain ASCII, RTFis
often available as a file option under Save As (Figure 5.11).
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Figures5.11The RTF option in Word.

Unicode Extended ASCII added, among other characters, a selection of Greek letters to the Latin letters and Arabic
numerals available in original ASCII. However, many languages, such as Japanese and Chinese, do not use either Latin
or Greek script. Inan effort to more effectively present these languages, a new coding scheme was devisedin 1988.
Known as Unicode, the new standard is based on a 16-bit code that permits approximately 65,000 characters to be
represented. The Unicode standard also specifies code subsets (called “surrogates” in the Unicode standard) that
permit a total of as many as one million additional characters. Unicode is continually evolving. Unicode 3.0 included
49,194 characters, covering virtually all languages in modern use and many historical languages as well. Unicode 5.0
specified over 100,000 characters. Unicode fully incorporates ASCII encoding as well as several other national and
international standards.

The goal of the Unicode project isto define “a consistent way of encoding multilingual text that enables the exchange
oftext data internationally and creates the foundation for global software” (Unicode 2001). Unicode has been widely
adopted for text representation. Itis included in all modern computer operating systems and in HT ML, XML, and
Java.
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For current developmentsinthe Unicode project, see http://www.unicode.org
5.3 Font Technologies

Standards such as ASCII, RTF, and Unicode specify the codesto be assigned to particular text characters. The codes
01010100 01100101 01111000 01110100 specify the word Textin ASCII-8, for instance.

Assigning a codeis only the first step in the process of generating computer text. Text also must be displayed through
monitors or printers. The techniques for displaying text are referred to as font technologies. There are two basic
approachesto generating text display. The first makes use of bitmapped fonts, the second is based on outline fonts.

Bitmapped Fonts

A computer monitor displays a grid of pixels, or “picture elements.” A monitor set to a resolutionof 800 x 600
displays 800 vertical lines and 600 horizontal lines for a total of 480,000 individual pixels. Each of these pixels can be
described with one or more bits. If a single bit is used, two color values, usually black or white, can be assigned to each
pixel. Two bits can designate any one of four colors; three will allow eight colors and so on. The number of possible
colors doubles with each additional bit used.

In a bitmapped font, each pixel of the letter to be displayed is described by a binary code. The listing of these codes
constitutes a “mapping” of the text character asit will be displayed, hence a “bitmap.” Because information must be
saved about each pixel, bitmapped fonts require relatively large amounts of memory. Thisis particularly trueif a wide
range of colors must be available, because this requires more bits to be used for each pixel. A range of 256 colors, for
instance, would require 8 bits to represent each pixel of the text character.

Bitmapped fonts have the advantage of giving font designers precise control over the appearance of text characters.
Fonts can be edited down to the level of the individual pixel, ensuring that characters will appear exactly as intended.
This degree of control canbe particularly important in the use of smaller fonts because characters oftenbecomeless
precise and less readable as font size is reduced.

In general, different bitmaps must be designed for each size of text to be used. Bitmapped fonts do not scale well.
Attemptingto enlarge a 12-point bitmap to 28 points, for example, generally produces distortionsin the text
characters. Thisisbecause the computer must interpolate the additional pixelsin the new, larger character rather than
having the font designer directly select them. Effective use of bitmapped fonts require s separate bitmaps for each
typeface, style, and point size to be used. This significantly increases memory requirements. I't also limits flexibility in
the use of computer text because the required font may not be available when needed.

Outline Fonts

Outline fonts represent a solution to the problems of memory and flexibility associated with bitmapped fonts. The
basic strategy in outline fontsisto store a set of instructions to draw the character rather than a mapping of each of
the character’s pixels.

One common outline font technology is Adobe PostScript. PostScript specifies a series of commands and parameters
to produce text characters. The computer then draws the character to be displayed on-screen or causes a printer to
produce the character on paper. To produce a different font size, PostScript simply specifies a different drawing
command. Outline fonts therefore scale much more effectively than bitmaps. Moreover, itis not necessary to store
detailed descriptions of each character to be used, as is the case with bitmaps. All that needs to be stored are the
drawing commands. As a result, files for outline fonts are much smaller than those for bitmapped fonts. PostScript
commands can also be used to describe other elements of page layout, includingillustrations.

Other outline fonts were developed following the success of PostScript. Apple and Microsoft, for instance, collaborated
to produce TrueType for use on their computers. This allowed both companies to use an efficient, scalable outline font
without paying royalties for the use of PostScript. TrueType is now very common onboth Macintosh and Windows
platforms. PostScript remains the standard of choice in professional publishing, however. Multimedia projects that
include high-quality print materials often require the use of PostScript fonts.

Text Display and Anti-Aliasing

Both bitmapped and outline fonts are displayed on monitors as patterns of pixels. Many printers also use separate dots
of color to compose text characters. Pixels are usually displayed as very small squares. Smoothlines canbe created
with a series of these small squaresif the lines are vertical or horizontal. Curves and angled lines, however, will display
with a stair-step effect that producesjagged lines (often called jaggies). This deviation fromthe text character’strue
formis called an alias. Anti-aliasing combats this effect by blending the color of the text with the color of the
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background onwhich it appears. The pixels adjacent to black text on a white background would b e shaded gray; red
text on white might use shades of pink. This shading blends the text to the background, minimizing the appearance of
jagged outlines (Figure 5.12).

Figure5.12 Anti-aliasing smoothes “jaggies.”

Anti-aliased textis an option in image-editing programs such as Photoshop and is often automatically applied in
multimedia presentation programs such as PowerPoint. Producing clean, professional type usually requires the use of
anti-aliasing.

The Problem of “Installed Fonts”

The coding schemes used for text, such as ASCII or Unicode, are so widely supported that multimedia developers
seldom need to be concerned about their availability to users.

Thisis nottrue of fonts. Particular fonts (Palatino, Times, Chicago, etc.) must be installed in the user’s operating
systemfor text to be displayed as the developer intended. If the specific font is not available, the computer operating
systemwill generally substitute another. The results may not be pretty. Text alignment may be lost and the psychology
of the text display, its mood or feel, may be altered.

Developers employ two basic strategies to deal with the challenge of installed fonts. The firstis to use only fonts that
are widely available. Arial, Bookman, Courier, Times, and Lucida are available on nearly all Windows computers.
Commonly installed fonts for the Mac include Chicago, Courier, Geneva, New York, and Times. Restrictinga design to
one of these fonts generally ensures that users will viewtext as the developer planned.

The second strategy is to make the required font available to the user. Thisis done by including the font, with
instructions for installation, among the applicationfiles. The user then installs the required font or fonts prior to using
the multimedia application. As with all software, the developer must determine the conditions of licensing associated
with the font prior to distribution. Some fonts may not be available for distribution at all while others may require
payment of fees.

Cross-platform compatibility is another aspect of the problem of installed fonts. Fonts that share the same name may
not appear the same on different computer platforms. The Windows Times font, for instance, will not produce the
same text display as Times on the Macintosh. Developers who target their applications to both platforms need to test
their productsoneach.

5.4 Multimedia Text

Computer text added powerful new tools to those traditionally available to the printing industry. Typesetting tasks
couldbe carried out much more efficiently using specialized computers. Individuals using personal computers could
create their own sophisticated designs and layouts with “desktop publishing” programs such as InDesign or
QuarkXPress.

Multimedia further expands the possibilities of text by transforming it froma static to a dynamic medium. Text
becomes dynamic as it is linked to other media and takes on new forms of interactivity. Text can change color with
user interactions; it can be animated, spinning and rotating its way onto a screen;and it can be linked to charts, tables,
photos, sounds, and video.

Text and Picture

The multimedia developer treats textin one of two main forms, either as the editable computer text discussed
previously or as graphics text. Editable text is the text produced by basic text editors and word processors. Editable
text can be easily revised, searched, spell-checked, and reformatted. Multimedia developers take advantage of these
capabilities for much of the text content of their applications.
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Graphics text, onthe other hand, is essentially a picture. Like other pictures, textin the formof a graphic can be
manipulated to produce a wide range of artistic effects. Letters can be rotated, reshaped, variously colored, or
animated. Such capabilities are often used in the creation of original logos or attention-grabbing headings. The words
that make up graphics text are coded only as a pattern of shapes and not as the identifiable letters represented by
ASCII or Unicode. Ineffect, the computer cannot “read” or process these images as words. For this reason, operations
such as spell checking or search and replace are not applied to graphics text.

Graphicstext allows developersto apply their artistic talents to words. The resultis often an original, engaging word -
picture. Thereis also another important use of graphics text. Asnoted previously, one of the challenges of computer
textis ensuring that users have the appropriate fontsinstalled on their computers. If textis presented as a graphic, this
problemdisappears. Because graphicstext is simply a picture, virtually any computer will be able to display it, and it
will appear exactly asthe designer intended it. For this reason, developers sometimes convert the editable text in their
applicationsto a graphics text format.

Text and Sound

Just as the flexibility of text hasbeen enhanced by its associations with graphics, so, too, has the use of text benefited
by its newly developed connections to sound. The interconnection of text and sound takes two principal forms: speech
recognition and speech synthesis.

In speech recognition, specialized software analyzes the sound patterns of human speech to identify individual
words. These can then be converted into the corresponding text and displayed on-screen as if the user had typed the
words. Programs such as Dragon Naturally Speaking allowusersto speak the text they would like to write into a
microphone connected to the computer. The success of such programs depends upon techniques developed in another
area of computer science, artificial intelligence. Speech recognition continues to improve, but because of the variations
between speakers’voices, speech recognition programs sometimes require adjustments such as carefully separating
words with pauses or “training” the systemto respond correctly by speaking particular words or phrasesto it.

In speech synthesis, textis givenvoice. Specialized software isused to analyze text for the distinctive elements of
speech sounds that compose spokenlanguage. Speech synthesis has been extensively developed. Printed texts are
“read” to the blind. Directory assistance isautomated, as are a wide range of telephone ordering and marketing
systems. Text-to-speech (TTS) capabilities provided in OS X and Windows can synthesize speech from any selected
text as well as read systemalerts. Users can select a variety of voices and speech rates. Both Windows and OS X also
support speechrecognition. Users can directly control certain computer operations by voice commands such as
“Switch to Microsoft Word” or “Get my mail.”

Text and Interactivity: Hypertext and Hypermedia

The terms hypertext and hypermedia were first proposed by Ted Nelsonin 1963 to describe new ways of representing
and accessing information. Nelson’s vision was powerfully extended and given practical implementationin the 1980s
with Tim Berners-Lee’s development of the elements of the World Wide Web.

Hypertextis linked text, text thatleads to other text. Thelinkages may be very simple and direct, as in words linked
to definitions—clicking on mitosis leads a user to a definition of that term, for example. Linkages may also be more
sophisticated and complex. The Help functions in many applications provide hyperlinks based on different criteria
such as content lists or an index. Searching for a particular topic may returna list of links ranked according to
relevance.

The content items joined through hypertext are referred to asnodes. The point of departure in a hypertextlink is
called a link anchor. Clicking onthe anchor leads to the related information, or node. Link markers indicate links.
Underlined blue textis a commonlink marker on the Web, although linking has become so common that virtually any
distinguishing text feature cannow be used as a marker.

The development of the multimedia computer transformed hypertext into hypermedia. Hypermediais an
information structure in which a variety of media are used as nodes or link markers. Words, for instance, might be
linked toillustrative graphics or to a sound file providing a pronunciation. Similarly, a picture might be linked to a text
description.

Hypermedia fulfills many of the dreams of Vannevar Bush and other early multimedia theorists. It provides readily
accessible, powerful tools for storing, organizing, and accessing information. It dissolves disciplinary boundaries,

promotes multisensory understanding, and engages its audience in ways never before possible.

Like any new mode of communication, hypermedia hasbeen applied to the wide range of human needs and interests.
Tim Berners-Lee’s vision of improving scientific research through a web of readily exchanged multimedia resources s



one use. Lecture presentations, tutorials, interactive texts, and simulations are among the educational applications of
hypermedia. Advertising, shopping, political campaigning, and the many facets of entertainment (from video games to
books, film, radio, and television) have all been affected by hypermedia.

HTML and XHT ML

HT ML, or Hypertext Markup Language, is a standard for the display of text and other media through browser
software. A browser (such as Safari, Firefox, or Microsoft Internet Explorer)is a program running on

the client (user’s) computer that displays informationreceived via a network from another computer that acts as
a server. Asits name suggests, HTMLalso provides for hyperlinking.

HTML encloses the information to be displayed between “tags” that specify the structure of the document and the
formatting of text or other media elements. For instance, the following HT ML coding causes the browser to display
“This Month’s Specials” as a large red heading: <h3><font color="“#ff0000”> This Month’s Specials </font></h3>.
HTML provides only limited control of the appearance of text. While developers can specify a desired fontin HT ML, if
the fontis not available on the client machine, a substitution will be made. In addition, the formatting of text (for
instance, line lengths and spacing) is difficult to preserve in HTML. This means that text may not be displayed on a
user’s machine in exactly the way a developer intended.

Cascading Style Sheets (CSS) are an addition to HT MLthat makes it easier for developersto preserve consistencyin
the appearance of text. Like HT ML, style sheets are text files that provide instructionsto a browser as to how to draw a
page. When used in conjunction with HT ML, the style sheet specifies the appearance of the web page, while HTML
specifies page structure. Instead of including coding for font color directly using HT ML, the developer specifies this
property for acategory of text (such asa main heading) in the style sheet. HT MLis used to specify paragraphs, tables,
images, and other structural elements of the page. Changing the font, size, or style of text on the site can then be easily
accomplished by simply changing the style sheet, rather than editing each of the many tags that would otherwise
appear in the HT ML code. Style sheets also make it simpler for organizations to maintain a consistent appearance
across a wide range of web pages.

Style sheets are an integral component of the successor to HT ML, XHTML. XHT ML, eXtensible Hypertext Markup
Language, is a blending of HT ML with XML (eXtensible Markup Language). XML is a metalanguage, a set of
specifications or rules for creating other languages. The metalanguage allows developersto create more specialized
languages for the specific needs of their field or project. Such languages can then be used in browsers that support the
XML specifications. XML supports powerful data manipulation options that are useful for searching, sorting, and
delivering data fromvarious sources such as spreadsheets, databases, or content delivered from other webssites.
XHTMULhas the advantage of supporting user-defined tags that can improve page displays on computers or adapt to
new mobile devices for Web access such as PDAs and cell phones. XHT ML has replaced HT ML as websites incorporate
more sophisticated uses of data and as greater numbers of users access the Internet with small, portable devices.

PDF

It is often important to maintain the original formatting of documents delivered via networks. Business and
government forms, for example, are difficult to use if the browser alters the original typefaces, spacing, and placement
of graphics. Other text documents may be carefully designed to convey a particular mood or style, features that may
not survive HTMLdisplay.

PDF, or Portable Document Format, was developed by Adobe Systems to preserve the original formatting of text
documents. PDF documents are both platform and applicationindependent. They will maintain the same appearance
whether they are displayed on a Macintosh, Windows, or Unix computer regardless of the programused to create the
original files.

PDF supports multiple media and a range of user interactions. These include:

B Sound

B Animation

B Video

m Hyperlinks

m Speakable files for the visually impaired
B Copy/paste prohibitions

With its wide range of features, PDF quickly became a standard for electronic document exchange.

Two different forms of software are required for the creation and use of PDF documents. The Acrobat program,
offered for sale by Adobe, is used to translate documents to the P DF format, add hypermedia features such as sound



and interactivity, and implement options such as password protection and digital signatures. The translation process
produces a file that can contain text in editable format, fonts from the original document, vector graphics, and
bitmapped graphics. Thelocations of these elements on a page are encoded and compressionis applied to graphics.
Theresultis a file that preserves the original formatting of all page elements and also supports text searches and

editing. PDF converters can also be found within popular word processors and as shareware utility programs.

A second program, Acrobat Reader, makes it possible to open and use any PDF document. Acrobat Readerisavailable
for different operating systems including Macintosh, DOS, Windows, and Unix, and is distributed free of charge by
Adobe.

5.5 Adding T ext to a Multimedia Application

An authoring program is the software used to integrate individual media (text, sound, graphics, video, animation) and
build the user interface (menus, hyperlinks, video controllers, etc.). Authoring applications such as Director,
Authorware, or PowerPoint provide several ways for developers to incorporate text. These include direct entry, copy
and paste, and file importing.

Direct Entry of Text

In direct entry, the developer simply types the desired text in the authoring program. Editable text is generally typed
into an area defined for this purpose, a text box or text field. T extboxes or fields may have different properties
depending upon the authoring program and the purpose of the application being developed. Some may be intended
simply to display textinformationto the user. Others provide areas for users to enter information of their own such as
responses to questions or search queries. Graphics text is often simply typed onto any area of the screen and then
positioned or further manipulated by rotating, stretching, filling with color and so on, like any other graphic.

Copy and Paste

Copy and paste allows developersto select text from another source, copy it to the computer’s “clipboard,” and paste it
directly into their project. Copy and paste is an essential, time-saving tool for the multimedia developer thatis used

not only for text, but also for all media.
File Import

Finally, text can be entered by file import. In this case the text to be incorporated already exists as a file, havingbeen
previously typed, scanned, or converted from speech. The authoring application will typically provide a dialogue box in
which the developer selects the file to be imported. File import is particularly useful for larger amounts of text because
it is much faster than reentering text and more direct than copy and paste.

Scanning and OCR

Developers often need to incorporate text that exists only inits traditional format, the printed page. Scanning and
optical character recognition (OCR) produce a computer text file from printed sources.

Scanning text for use in multimedia applicationsis a three-stage process. First, the text is scanned using one of several
different types of devices (hand scanner, flatbed scanner, etc.). In this process, light and photoreceptors are used to
produce, in effect, a picture of the page. Like the graphics text described above, the scan only records the shapes that
make up the text and not the identity of the individual characters.

In the second stage, specialized software is used to identify the characters represented by the scanned shapes. Thisis
called optical character recognition, or OCR. The accuracy of OCR varies because, with so many different typefaces
available, significantly different shapes may represent a particular letter, number, or symbol. Inaddition,
imperfections onthe printed page complicate accurate character recognition. OCR programs have continually
improved and the best among them correctly identify a high percentage of characters. Some mistakes are nearly
inevitable, however. Thisleads to the final stage of the process, proofing the text file produced by OCR.

Proofingis usually expedited by first using a spell-checker on the text file. Characters that have been misidentified (a
“t” for an “i,” for instance) will often show up as spelling errors. Spell-checkers will not catch all errors, however.

Scanned files should always be carefully proofread.

5.6 Guidelines for the Use of Text



The effective use of text in multimedia applications is governed by the principles of good writing in general. Readers
appreciate carefully crafted words whether they find them on screen or on paper. Conversely, po or word choices,
spelling mistakes, and grammar errors rapidly undermine user confidence in the content of a multimedia application.

Multimedia also raises writing challenges and opportunities of its own. Some of the more important of these are
addressed in the following guidelines.

1. Be selective. Use text where it conveys information more effectively than other media:

« Topresent facts and abstract concepts.

e Tolabel unfamiliar icons.

« To solicit or respond to user input.

2. Be brief. Reading large amounts of text ona computer screen soon tires the user.

« Eliminate unnecessary words.

» Choose words carefully. Strive for precision and economy.

« Break textinto short, logical segments.

« Usebullets.

3. Make text readable.

« Preserve openspace. Don’t crowd the screen with too much text.

« Test fonts forlegibility.

« Use anti-aliased text for a cleaner, more professional appearance.

» Match fonts to backgrounds:

« Choose font/background colors carefully—for instance, red onblack is much harder to read than yellowon black.
« Avoid small fonts on textured backgrounds—the texture will obscure letter shapes.

« Adjusttrackingand leading when changing line length.

« Limit the number of fonts. Too many fonts (“ransom-note typography”) will distract the user.
4.Be consistent.

« Maintain a tone to match the purpose of the application: professional, formal, casual, or humorous.

« Use the same fonts for each of the major categories of text: page headings, menus, body -text, buttons, etc. Font
consistency helpsto orient users.

« Vary font size to reflect the relative importance of information.

« Use a grid to consistently locate different types of text (headings, body text, navigation aids, text-entry boxes).
5.Be careful.

e Proofread. Spelling and grammatical errors quickly undermine your credibility.

« Avoid plagiarism. Identify and credit your text sources.

« Check for font availability on playback systems.



« Check for font compatibility on cross-platform applications.

6. Be respectful.
 Avoid stereotypes and disparaging usages (for instance, racist or sexistlanguage).
 Use humor with care. What is funny to one person may be offensive to another.

e Limit the use of animated textand “word art.” These can easily become distractions, shifting the user’s foc us away
fromthe meaning or message of the text.

7.Combine text with other media. Use sound, graphics, video, or animation to reinforce, explain, or extend the
text message. For instance:

« Spokenword pronunciation.

« Animation of a physical process (cell division, nuclear fission).

8. Make text interactive. Much of the power of multimedia derivesfrominteractivity. Try to engage users with text.
« Solicit user input.

« Use hyperlinks to tie words to related information.

» Usemouse-overs:

 Todisplay definitions of unfamiliar terms.

« Toposea question.

« Tomake a comment.

5.7 Summary

Often considered theleast glamorous of the various media, text is nonetheless an important element in many
multimedia applications. Text is often the most efficient communication medium and it is essential for the
presentation of abstractideas and theories. Well-crafted words can also be powerfully engaging and provocative.

Multimedia text is built on a long-standing text tradition and on the powerful editing tools of computer-generated text,
but it has also made its own contributions to the expanding uses of the written word. These include many dynamic
elements. Multimedia text can be animated, morphed, linked to any other medium, and automatically generated from
speech. Like all written communication, multimedia text should be clear, grammatically correct, and deliveredin a
style appropriate to its audience.

Textis effectively combined with other media through a variety of resourcesincluding HTMLand XHT ML for web
pages, PDF files for consistent delivery of highly formatted multimedia documents, and a wide range of authoring
programs. Scanning and file import complement direct-entry techniques to expedite the inclusion of textin
multimedia applications.



Key Terms

Alignment
Anti-aliasing
ASCII
Bitmapped fonts
Browser

Case
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What are the main text properties derived from the print industry ?

. What are the two main font technologies?

. Identify anadvantage and disadvantage for each of the two main font technologies.
. What is the process of anti-aliasing?

. Whatis a benefit of graphics text?

. What is one limitation of graphics text?

. What is the main distinction between ASCII and RT Ftext files?

. When should a personsave a file created in Word as an RTFfile?

. What is hypertext?

. What is one benefit and one limitation of OCR text input?

. What are two advantages of PDF files?

. What is the problem of installed fonts? How can multimedia developers resolve this problem?
. What are two advantages of XHTML?

. Identify and define the two principal uses of combining text and speech.

. What are four methods to add textinto a multimedia authoring application?



Discussion Questions

1. The characteristics of typography have their origins in the manual print industry. Identify and explain three
features of typography that beganin the print trade.

2. When should you consider using graphics textin a multimedia application? Why?

3. Locate and print the first page of your campus website. Circle two examples of graphics text and highlight two
examples of editable text. Explain why these specific text elements were presented as graphicsor editable text.

4. As the text editor of a multimedia tutorial, explain why you will only accept file formats that are .rtf.

5. Asthe texteditor of a multimedia book, why will you convert your final chaptersto a .pdf format?

6. Providethree guidelinesyouwould followto create the text-based content in a PowerPoint multimedia kiosk to
announce your campus events.



Graphics

Topicsyouwill explore include:

B Traditional Graphics

= Contone and Line Art

= Image Reproduction

m CMYKColor

B Computer Graphics

m Bitmapped Graphics

= Spatial Resolution

= Color Resolution

= Typesof Bitmapped Graphics

= Sources of Bitmapped Graphics
m Vector-DrawnImages

® Draw Shapes and Layers

® Autotracing

= Comparing Bitmapped and Vector Graphics
B 3-D Graphics

= Modeling



m Surface Definition

= Scene Composition

= Rendering

B Guidelines for Using Graphics

In multimedia development, the term graphics covers a wide range of pictorial representations from simple line
drawings to blueprints, charts, graphs, logos, paintings, photos, and the individual frames of animations and movies.
Graphics were the first of the non-text media to be effectively processed by computers. The GUI (graphical user
interface) and early paint and draw programs transformed computers into multimedia machines.
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Figure 6.1 Photoshop tools.

Once images were represented digitally, computers were able to carry out many of the traditional tasks of artists and
graphic designers. Graphics could be created using digital versions of tools such as paintbrushes, spray guns, image
masks, and Bezier curves. They could be copied, cropped, rotated, skewed, and otherwise modified. More complex
modifications, such as blurring and sharpening images, applying gradient fills, and embossing, could be carried out

much more rapidly with computers than with traditional technology (Figure 6.1).

The arrival of multimedia authoring applications provided new uses for graphics. An image could now be a button and
buttons could be linked to text, other images, sounds, or video. Animated graphics could attract attention. Pie charts,
diagrams, maps, and other images could belinked to text for ready illustration of facts and ideas. Graphics facilitate
navigation, stimulate interest, and convey information. They are an essential component of nearly every multimedia
application.

The use of computer images also poses a number of challenges. Digital image files are oftenvery large, slowing
downloads and processing. Sometimes they are noticeably inferior to their traditional counterparts. The variety of file
formatsin use leads to compatibility problems. Images display differently on different monitors and printed versions
oftenvary even more, sometimes emerging in different colors and sizes.

Multimedia developers routinely navigate between the worlds of traditional graphics and the newer digital formats.
They scanimages from photos or printed media and they sometimes also need to convert their digital images to
formatssuitable for printing. Performing these tasks efficiently and effectively requires an understanding of basic
features of traditional graphics as well as mastery of current digital techniques.

In this chapter we briefly review some key features of traditional graphics and discuss the major varieties of digital
images. After completing this chapter you should understand:

B Key elements of traditional print graphics such as contones, line art, linescreen, and CMYK color


https://www.safaribooksonline.com/library/view/an-introduction-to/9781449688394/ch6.xhtml#ch6fig1

B Features, uses, and development considerations for bitmapped graphics including spatial resolution, color
resolution, device dependence, indexing, dithering, and file formats

B Features, uses, and development considerations for vector-drawn graphicsincluding vectors, layers, grouping,
device independence, and autotracing

B Essentials of 3-D graphics such as modeling, surface definition, scene composition, and rendering
B Basic guidelines for the use of graphics in multimedia applications
6.1 Traditional Graphics

There are several traditional graphics concepts that are important for multimedia developers. These include image
types (contones, line art) and basic aspects of the process of reproducing images (linescreen, halftones, CMYK color).

Contones and Line Art

A contoneisan image that is composed of continuously varying shades of color. A traditional black and white photo,
forinstance, is a contone image made up of continuously varying shades from white, to grays, to black (Figure 6.2). In
computer graphics, these are called grayscale images.

Another technique for producing images is line art. In line art, combinations of lines are used to create images.
Because each line is distinct, line art is not continuous tone. Line art uses only two colors. These are usually black and
white, though other combinations may be used (for example, blue on yellow). The terms 1-bit and bitmap are often
used forline art in computer graphics (Figure 6.3).

Figure 6.2 A contoneimage.
Image Reproduction

There are several traditional techniques for reproducing images. Sometimes copies are made using the same
technology that produced the original: a painter copies an original masterpiece; another photographic print is made
froman original negative. These methods can produce high-quality reproductions but they are not suitable for making
copies for mass distribution. To reproduce paintings, photos, drawings, and other graphic worksin books, magazines,
and newspapers, another strategy is needed.
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Figure 6.3 Line art.

Making a negative image of the drawing, as in a woodcut, is one way of reproducingline art. The wood block is then
inked and pressed to a paper surface. Creating the block is time consuming and a new woodcutis needed for each new
image. A more flexible approach useslines of very small dots to reproduce the image. These are then rearranged to
reproduce other line art images. Thisis the technique used by printing presses—images are made up of dots of ink.
Large dots produce a coarser copy with less detail; small dots preserve more of the original image.

The size of the dots making up an image is indicated by the linescreenor lines per inch (Ipi) used in the printing press.
Newspaper presses use larger dots, for instance, 85 per inch (an 85 linescreen, or 85 Ipi). Higher-quality magazines
use smaller dots, resulting in linescreens of 150 Ipi or more.

Contone images canalso be reproduced with dots of ink. The various shades of gray in a printed black and white photo
use dots of black on a white background. Concentrating the dots produces darker grays, wider spacing resultsin lighter
tones. These images are called halftones because only half of the original tone is used to print the image—
black/white, no grays (Figure 6.4 ).

Figure 6.4 Halftoneimage. Grays are made from dots of black and white.

The black dots making up these images are not necessarily the same size. Larger dots may be used for darker areas.
The shape and pattern of dots is also often varied —dots may be round or elliptical and may be arranged as lines or
crosses, for instance. The particular pattern used is called the halftone screen (Figure 6.5).
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The various sizes and patterns of the dots used in printing can be seen using a magnifying glass and may be apparent
to the naked eyein lower linescreens such as newspapers. One reasonthat a basic knowledge of linescreensis
important to multimedia developersisthat scanners can also detect these patterns. This sometimes resultsin
distortionsin scans made of printed images.

W

(A) (B)

Figure 6.5 (A) Halftone—Line shape (35 Ipi); (B) Halftone—Cross shape (35 Ipi).

CMYK Color

Color contone images are also printed with dots of ink, but in this case more than two colors are used. In the common
“four-color” printing process, dots of four different transparent inks are combined to reproduce the various colors of
the original. The colorsused are cyan, magenta, yellow, and a key color, whichis usually black. This s so -

called CMYK color (Figure 6.6). Very small dots of the correct combinations of these few pigments canreproduce
many different colors. (Equal amounts of cyan and magenta, for instance, will produce a blue.)

Coloris created on printed surfaces through a subtractive process—light from anindependent source (the sun,
incandescent or fluorescent light, etc.) is reflected fromthe surface. The pigments used to form the image absorb
(or subtract) some of the colors from the white light. The remaining colorsreach the eyesto produce the image.

The color on computer monitors, by contrast, is additive—coloris produced by adding together varying amounts of
red, green, and blue light. Developers of computer graphics oftenhave to convert from the RGB (red, green, blue)
format used on monitorsto CMY K when their images need to be professionally printed. Many graphics programs can
convert between the two color modelsbut the match may not be exact. One reason for this is that the two approaches
use fundamentally different forms of color production. Computer monitor color is additive; printed color is
subtractive.
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CMYK Color

Cyan

Magenta

Yellow

Black

Figure 6.6 CMYK color. See Color Plate 6.
6.2 2-D Computer Graphics

Computers create either 2-D (width and height) or 3-D images (width, height, and depth). There are two main types of
2-D computer graphics: bitmapped and vector drawn.

Thebitmapped approach s particularly well suited for images with fine detail, such as paintings or photographs.
Vector drawingis used for graphic designs ranging from simple drawings and logos to sophisticated artistic creations
(Figure 6.7).

Figure 6.7 Vector graphic (Adobe Illustrator sample file).
Bitmapped Graphics

A bitmapped graphic is very similar to a traditional mosaic. A mosaic is an image made up of many small, colored
elements such as pieces of stone, tile, or glass (Figure 6.8). The overallimage is a blend of each colored element.

Bitmapped images are also created as a pattern of discrete elements. The elements in this case are called pixels, or
“picture elements.” Pixels are usually defined as small squares. Each pixelis assigned a code that designatesits color.
The number of bits used in the code determines the number of different colors that can appear in the image. One bit
allows any two colorsto be represented. Each additional bit doubles the number of colors: 2 bits broaden the color
range to 4, and so on. Thelocation and color of each pixelis recorded in a rectangular grid of rows and columns called
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a matrix or array. The array is a mapping of the locations and colors of the pixels that compose the image, or
a bitmapping.
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Figure 6.8 Ancientmosaic (Ephesus). See Color Plate 7.
Types of Bitmapped Images
There are three major types of bitmapped images: line art, grayscale, and color.

The term bitmap is misleading because 1-bitimages are only one kind of bitmapped graphics—but the termis well
entrenched in the computer industry.

Line Art As in traditional printing, computer-generated line art is produced using just two colors, usually black and
white. For each pixel of the image only a single bit is required—for instance, o for black or 1 for white. Because only
one bit is used, line art images are also often called bitmaps.

Line art provides crisp, clearimages and is useful whenever the sharp division between black and white is appropriate.
Diagrams, charts, handwritten signatures, and pen and ink illustrations are oftenrepresented in bitmap mode. Images
that use color or shades of gray can also be converted to bitmaps when a reproduction that reduces the image to simple
lines is desired. In these cases, darker colors or shades of gray are represented as black, with lighter shades all
converted to white. Graphics programs allow users to specify the threshold at which a shade will be converted to black
or white. Another important advantage of line art is its relatively small file size.

Grayscale Images Grayscale images are composed of black, white, and different shades of gray (Figure 6.9). These
are the so-called black and white images of traditional graphics. Computer grayscales are generally 8-bit images. This
makes possible 256 gradations of shading, enough for excellent digital versions of black and white photos. Grayscale is
also effective inrepresenting the variations of shading in many drawn and printed noncolor images.

Figure 6.9 A grayscaleimage.

Grayscale versions of pure black and white line drawings, on the other hand, are oftenless clear than line art would be.
The incorporation of slight shifts away from pure black or white tends to make the edges of the lines somewhat blurry
in grayscale images.
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Color Bitmapped Images Bitmapped color images consist of patterns of colored pixels. The number of colors that
can be represented depends on the number of bits used to encode each pixel. Thisis known as the bit depth of the
graphic. As previously noted, a 1-bitimage can produce black and white line art images. One bit may also be used to
designate two other colors—red and blue, for instance. The most common bit depths for colorimages are 8-bit (256
colors) and 24-bit (16.7 million colors). If the range of color in an image is limited, 8-bit images are often adequate.
For photo-realistic results, however, 24 -bit color is usually required.

A color palette is a set of specific colors available to the computer at any given time. Just as painters can choose to
place different colors ontheir palettes for different paintings, so too can computer artists designate different palettes
for their digital images. Specifying a palette (sometimes also called a CLUT, or Color Look-Up Table) of 256 (2¢)
selected colors produces 8-bit color. Macintosh and PC computers use different 8-bit palettes. As a result, images
displayed on monitors using 8-bit color may differ on the two types of machines. The “web-safe” palette is made up of
a selection of colorsthat are common to these two types of computers. Images that are created using this specialized
palette will appear more orless the same on both platforms. Thisis a significant advantage for developers of web -
based applications.

Twenty-four bit color images are defined by a different technique. Computers display color by combining different
amounts of red, green, or blue light. Most 24 -bit color encodings assign 8 bits to each of the three color channels,
telling the computer how much of each type of light to blend together to produce a particular color. A value of o for
each channel producesblack. The maximum value (255) for each channel produces an intense white (equal amounts at
lower values produce various shades of gray). Other values produce all the colorsin-between. For instance, values of
255 forred and green and o for blue produces a bright yellow. The resultis 16.7 million possible colors (256 x 256 x
256). Higher bit depths are also used. Thirty-two bit color makes another 8-bit channel available for additional image
properties such as transparency or special effects. Forty -eight bit color assigns 16 bits to each of the three channels.
This produces a possible range of over 281 trillion different colors, permitting more accurate sampling and color
reproductionby scanners and cameras.

Bitmapped graphics programs generally allow developers to choose colors by specifying values for each of the three
color channels. They also often support other popular color models such as CMY K and HSB (see Figure 6.10 and “HSB
Color”).
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Figure 6.10 Color picker with HSB, RGB, and CMYK color models (Photoshop). See Color Plate 8.
Bitmapped Image Quality and File Size

Because bitmapped graphics files containinformation about each individual pixelin the image, they are oftenvery
large. A full-screenblack and white picture on an 800 x 600 resolution monitor requires 480,000 bits (800 x 600) or
nearly 60 kilobytes (KB) of information. Full-fidelity color (24 bits per pixel) increases the file to 1.4 megabytes (MB).
The size of a multimedia application can swell rapidly as high-quality graphics are added. T o conserve storage and
processing resources, developers often must make compromises in the quality of bitmapped graphics. Making the
right choices requires an understanding of the factors that determine image quality.

HSB Color
Color can also be defined by hue, saturation, and brightness. Thisis the HSB color model.

Hue is spectral color. Hue is specified by degrees beginning with reds (0 degrees) and ranging through yellows, greens,
blues, and violetsback to reds (359 degrees).

Saturation is the strength or purity of a color. Saturationis determined by the amount of gray added to a hue. The
purest color is fully saturated—it contains no gray.

Brightness is the lightness or darkness of the color. Brightnessis determined by the amount of white added to a hue.
More white creates a brighter color.
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Brightness

2 %

The HSB model allows developers to specify colors using sliders for hue, saturation, and brightness. The HSB sliders
above are from Flash MX. A medium green has been specified with a hue of 124 degrees, saturation at 91%, and
brightness of 69%.

The Quality of Bitmapped Images: Spatial and Color Resolution

The quality of a bitmapped image is determined by two factors: the density of the pixels, or spatial resolution, and
the number of different colors each pixel candisplay, or color resolution.

Spatial Resolution The spatial resolution of images displayed on monitorsis measured in ppi (pixels perinch).
When the image is printed, spatial resolutionis given asdpi (dots per inch). Scanners, digital cameras, and software
for creating bitmapped images typically allow for different spatial resolution settings.

In general, higher spatial resolution captures more detail and produces sharper, more accurate images. Thisis because
high-resolutionimages are made up of many very small, closely packed pixels. Lower spatial resolution uses fewer
pixels, each of which must be larger than those of a high-resolutionimage. Because pixels can have only one color, an
image with a low spatial resolution has larger areas of any given color and will capture less detail. Low spatial
resolution producesimages that appear fuzzy or blurred compared with their higher-resolution counterparts
(compare Figures 6.11 and 6.12).

Figure 6.11 Animageat 200 ppi. See Color Plate9.

Figure 6.12 Thesameimageat 50 ppi. See Color Plate1o0.
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Although higher spatial resolution produces more detailed images, it is not always desirable to create or capture a
bitmapped graphic at the highest possible ppi. One reason for this is that file sizes arelarger for high-resolution
images. If a lower resolution produces an acceptable image, it should generally be used to reduce the overall file size of
the application. A second important considerationis that bitmapped graphics are device-dependent.

Spatial Resolution and Device Dependence In discussions of spatial resolution, device-dependent means that the
dimensions at which an image is displayed depend on the spatial resolution of the output device. Computer monitors,
forinstance, are designed for relatively low spatial resolution, generally in the range of 72 ppi (Macintosh)to 96 ppi
(PC). Printers, on the other hand, often produce output with much higher spatial resolution. A bitmapped image with a
spatial resolution of 300 ppi will print in its original dimensions (for instance, 3” x 4”) on a 300 dpi printer. On a
computer monitor, however, the image will be greatly enlarged. The 300 pixelsin 1 inch of the image are spread over
morethan 4 inches of a Macintosh screen (Figure 6.13). To display the image at its intended size we must reduce the
spatial resolution to match the monitor’s capabilities. In the case of a Macintosh monitor, this would mean resampling
the image to a resolution of 72 ppi. The practical consequence of device-dependence is that different files are needed to
produce the same size output on devices with different resolutions. Multimedia developers therefore often produce
bitmapped images in several spatial resolutions to match their intended use (monitor, projector, low- or high-

resolution printing, etc.).
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Figure 6.13 Thesameimage on a Macintosh screen at 72 ppi(top) andat 300 ppi (bottom).

Resampling a Bitmapped Graphic The need to produce bitmapped graphics files at different spatial resolutions often
leads to resampling, the process of increasing or decreasing the number of samples described in the file. Popular
image-editing programssuch as Photoshop allowusers to select or deselect resampling when they alter image
dimensions (Figure 6.14). Adding samples to increase the spatial resolution ofa file is known as upsampling.
Reducing the number of samples in an image is calleddownsampling. Because each sample represents a pixel,
upsampling increases the number of pixels described in the file while downsampling reduces the number of pixels.
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Figure 6.14 Photoshop dialogue box to select or deselect the resampling option.
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Upsampling is used to enlarge the physical dimensions of an image on a givendevice. Figure 6.15 shows a dialogue box
from Photoshop in which image dimensions were increased from2” x 2” to 3” x 3” using resampling. Because the
image was enlarged, upsampling was required to produce the additional pixels. The “pixel dimensions,” or number of
pixelsdescribed in the file, increased from 300 to 450 while the file size increased from 88K to198K. Upsampling is
also used to maintain the original physical dimensions of an image when it is produced on another, higher-resolution
device. For example, an image that is displayed on a computer monitorat 2” x 3” will require additional pixelsto be
produced at the same physical dimensions on a 300 dpi printer.
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Figure 6.15 Image dimension is increased from 2” to 3”. Note the changein pixel dimension and file size.

Unfortunately, upsampling usually degrades the appearance of a graphic. In effect, the computer hasto guess the color
values for the additional pixels. While there are a variety of sophisticated algorithms for upsampling, the process
usually produces an image that is noticeably inferior to one originally captured by a scanner or camera at the higher
resolution. Thisis the reason that multimedia developers pay close attention to the intended use of bitmapped
graphics: images that may need to be enlarged on screen or printed at high quality should alwaysbe captured or
created at high spatial resolutions.

Downsampling, on the other hand, generally resultsin smaller images of very good quality. Inthis case, the computer
is dropping information that is contained in the file, rather than adding new information. Animage captured at a high
resolution can be readily reduced to display with excellent quality at the lower resolution of a computer monitor. For
instance, a developer may have ahigh-resolution source image froma digital camerato add to a website. Reducing
spatial resolution to 72 ppi with downsampling will create a new, smaller file that displays a high-quality screenimage
at the intended dimensions. Given the advantages of downsampling over upsampling, a general rule of thumb is to
capture at the highest possible spatial resolutions whenever possible.

The effects of upsampling and downsampling can also be observed on-screen when bitmapped graphics are resized in
image-editing programs. Stretching the bounding box of a bitmapped graphic forcesthe computer to generate more
pixelsto fill thelarger area, degrading image quality. Reducing a bounding box dimension produces a smaller image
that usually retains the quality of the original (see Figure 6.16).

Figure 6.16 Stretchingthe boundingbox of a bitmapped graphic degrades the im age quality. See Color Plate11.

Resizing Bitmapped Graphics without Resampling A bitmapped graphic can also be resized without resampling, that
is, without changing the total number of pixels described in the file. This is usually done to change the size of a printed
image without introducing the distorting effects of upsampling. The printer produces thelarger image at a lower, but
acceptable, resolution. There are limits to enlargement without resampling. The lower-resolution printout contains the
same number of pixels, which must now be physically larger to fill the expanded area of the new image. Excessive
enlargement distorts images by producing a blocky, mottled surface appearance and accentuating the stair-stepped,
jaggy appearance of diagonal lines (Figure 6.17). Photoshop warns users when resizing without resampling that it will
reduce the resolution of printed output to unacceptablelevels (for instance, to less than 150 dpi). Reducing the size of
a bitmapped image without resampling, on the other hand, generally producesvery acceptable results. Pixels are
packed more closely together, producing a high-quality printout.
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Resizing without resampling has no effect on an image displayed on a monitor. With no change in numbers of pixels, a
computer monitor will display the image just as it did before, at exactly the same physical dimensions on screen.

Figure 6.17 Excessive enlargement distorts im ages by accentuating the stair-stepped appearance of diagonal lines (chair spindles).

Color Resolution The second factor determining the quality of a bitmapped image, color resolution, isa measure of
the number of different colors that can be represented by an individual pixel. As noted above, the number of bits
assigned to each pixel, or bit depth, determines color resolution.

Simple images with a limited range of colors do not require high color resolution. A drawing using 16 distinct colors,
for example, would only require 4 bits per pixel. Using a code with greater bit depth produces a larger file with no
increase in quality.

Other types ofimages, such as photographs, often contain a very wide range of distinguishable colorsand do require
greater color resolution. Infact, producing “photo-realistic” digital images typically requires millions of possible

variations of color for each pixel.

The Effects of Low Color Resolution Low color resolution means that fewer colors will be available. If the image being
displayed contains a small number of colors, lowcolor resolutionis not a problem. Black and white line art images, for
instance, can be precisely duplicated on a computer using a 1-bit palette containing the colors black and white.

In many cases, however, images will contain colorsnot found in a lower resolution palette. Missing colorswill have to
be matched to the closest color available in the palette. Thisis called quantization.

Quantization is the process of rounding off a sample to the closest available value in the digital code being used. A
grayscale image, for instance, contains shades of gray as well as black and white. If a grayscaleis displayed ona
computer using the lowest color resolution of 1-bit, darker shades of gray will be quantized as black with lighter shades
becoming white. Significant image detail may be lost in the process (compare Figures 6.18 and 6.19).

Figure 6.18 Grayscaleimage (8-bit).
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Figure 6.19 Image converted to a bitmap (1-bit).

The effects of quantizationin colorimages will vary greatly depending onthe range of colorsinthe image and the
specific color palette being used. In general, quantization leads to noticeable breaks in shades of continuous color
because it is the subtle variations that are lost when values are rounded. Thisis known as color banding. In Figure
6.20, the bit depth of the lower image was reduced, resultingin bands of separate colors rather than the smooth
transitions of the upper image.

Figure 6.20 Quantization may produce color banding. See Color Plate 12.

In photographs, quantization often produceslarger areas of a single color. This may create a “mottled” or “blotchy”
effect. Figure 6.21 is a 24-bitimage. With millions of possible colorsto choose from, the photo captures the different
shades of brick and nicely reproduces the surfaces of the plants and water. Figure 6.22 shows the effects of
quantization. This 3-bit indexed version of the original presents the image using only 8 colors. Large areas now share a
common color producing a less-detailed, coarser image.

| =

Figure 6.21 Venice canal—24 bit. See Color Plate13.
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Figure 6.22 Venice canal—3 bit. See Color Plate 14.

Color Resolution: Indexing and Dithering The effects of low color resolution can often be mitigated by color indexing
or by another process known as dithering.

In color indexing a specific palette of colors is chosen to optimize the appearance of the lower-resolutionimage. The
choice of colors for this special palette is made in several different ways. In adaptive indexing, colorsare selected
based on an analysis of the dominant colorsin the original. If the image contains many shades of green, the indexed
palette will use more greens. In another approach, perceptual indexing, the selectionisbased on the colorsto
which the eye is most sensitive. Another form of indexed color is the web-safe color palette. This palette specifies
216 colors that will be displayed more orless the same by different web browsers and operating systems (notably
Macintosh and the PC) on computers that are limited to 8-bit color. Image-editing programs allow users to select
different indexing options, including the number of colorsin the indexed palette.

Indexingsignificantly improves the quality of images with lower color resolution but it can have a price. If a series of
images with different optimal color palettesis displayed to a monitor, a flash of unusual colors may occur as the
display shifts to the new palette. Thisis known as palette flashing. Using the same indexed palette for all images
eliminates palette flashing, but some images may have less than optimum appearance.

Ditheringis the process of combining pixels of different colors to produce another color that is not available.
Dithering is based on the fact that the eye will perceive a grouping of small areas of different colors as a blend of those
colors. For example, different shades of gray can be produced from different patterns of closely spaced black and white
pixels. Combinations of red and yellow pixels can produce orange, and so on. This techniqueis also oftenused in color
printing. Dithering cansignificantly improve image quality withoutincreasing bit depth. Asin indexing, a variety of
strategies for dithering are available. Dithering can be applied in regular patterns or diffused to random patterns.
Developers can also control the amount of dithering applied to optimize the appearance of their images.

Colorindexing and dithering are still important considerations for developers who need to reduce image file sizes to
optimize the performance of their applications, particularly onthe Web. Much of the original impetus for these
strategies, however, was based on the limitation of earlier multimedia computers to 8-bit color. As the availability of
24-bit “true-color” computers expands, concern about issues such as web-safe palettes and palette flashing will
continue to diminish.

Sources of Bitmapped Images

Multimedia developers have five main sources for bitmapped images: paint programs, digital cameras, scans, clip art,
and screen grabs.

Paint Programs A paint program is specialized software for creating and editing bitmapped graphics. Paint
applications such as Corel Painter or Adobe Photoshop include many tools built on a painting metaphor —brushes of
various sizes and shapes, color palettes, paint buckets, airbrushes, and so on. Paint programs allow developers to
create original art and edit existingimages. In addition to tools for creating shapes, typical editing options include
paint opacity (the degree of transparency), color adjustments (brightness, contrast, saturation), fill patterns (such as
checkerboard, bubbles, and wrinkles), gradient fills (fills with different colorsblending from one to another), and
special effects such as sharpen, smear, or emboss. Paint programs provide exceptional editing control by allowing
users to manipulate each pixel of an image.

Because digital photographs are also bitmapped images, photo editing is a popular application of paint programs.
Rotating, cropping, adjusting brightness and contrast, applying specialized effects (sharpen, blur, fill flash), and a host
of other transformations can be easily previewed and carried out. The same procedures canbe applied to other types of
bitmapped images such as scanned objects and original digital artwork. Paint programs allow users to save bitmapped
files in a variety of formats to match the intended use of the image (see the upcoming section “Bitmapped File
Formats”).

Digital Cameras Digital cameras create bitmapped images by capturing information about the color and brightness
of many very small samples of an image. The size of the individual picture elements, or pixels, sampled by the camera
determinesthe camera’s spatial resolution. Thisis usually measured in megapixels, or millions of pixels. A10-
megapixel camerais capable of capturing an image at a spatial resolutionof 4216 x 2368 pixels (4216 x 2368 = 9.9892
million). Pixels are usually sampled by charge-coupled devices (CCDs). A CCD measures the light from a segment of
the image and recordsitas an electrical signal. Thisinformationis then digitally encoded and stored as one of the
samples making up the image (see Chapter 3).

Still cameras with much higher spatial resolution are available. High-end digital studio cameras are intended for
highly detailed professional work. These models support resolutions of 8944 x 5032 (45 megapixels) or more.
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Consumer-grade cameras in the 10-to 15-megapixel range have hastened the shift from traditional to digital
photography.

As with all bitmapped images, higher spatial resolution translates to larger files. Different quality settings allow digital
camerasto produce lower-resolution images with smaller file sizes. This allows more images to be stored in a camera’s
memory. Because bitmapped files are device-dependent, the choice of the camera quality setting will be determined by
the intended use of the image. Images that will be printed at high resolution orlarger sizes will require higher spatial
resolution than those intended for display on monitors. For instance,a 3” x 5” print at 300 dpi requires an initial
spatial resolution of 900 ppi x 1500 ppi; the same size image on a Macintosh monitor requiresa resolution of only 216

ppi x 360 ppi.

Cameras may include built-in memory and generally also support removable memory cards. Cards are manufactured
in several different standards (CompactFlash, SmartMedia, etc.) and in different capacities ranging from 2 gigabytes
(GB) to 64 GB or more. The images stored in a camera’s built-in or removable media canbe uploaded to a computer

directly usinginterfaces such as USB or FireWire.
For a description of scanning technology and different types of scanners, see Chapter 3, “Computer Hardware.”

For a description of the scanning process see Appendix B.

Scanning Scanning is an important source of graphics in multimedia applications. In addition to photographs and
printed images, scanners can also be used to produce digital versions of original works such as crayon sketches or
paintings. Unusual designs can also be created from scans of three-dimensional objects such as coins or flowers.

Clip Art Clip art is “canned” artwork available on disk, online, or as part of paint or draw programs. Clip art has
many advantages. Itis ready to use, easily obtained, and available in many file formats. It offers a wide choice of
subjects and styles and can often be distributed as part of a multimedia application at low cost. In fact, some clip art is
royalty-free. Licensing agreements for clip art do vary widely, however, and developers need to review the terms of use
carefully.

The principal drawback to clip art is that othershave accessto it as well. Extensive use of clip art makes it difficult to
maintain the unique or distinctive appearance of a multimedia production.

Screen Grabs Theimages displayed on a computer monitor are bitmapped graphics. Both Macintosh and Windows
computers can capture these screenimages and save them as files that can then be used in multimedia applications.

Almost anything displayed on screen canbe captured. Screen grabs or “screendumps” are often used to illustrate
steps or procedures in manuals or tutorials (Figure 6.23). Using paint programs, any part of the screenimage canbe
selected and edited. The principal disadvantage of screen grabs is that they are relatively low-resolution images that do
not enlarge well and are oftennot suitable for printing.
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Figure 6.23 A screen grab.

Using the Mac OS:

« Press “Command-Shift-3” to capture the entire contents of the desktop. File “Picture1.png” is saved on the desktop.
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« Or, select Finder/Services/Grab optionto select a portion of the screento save as “Picture.png.”
« Images can be further edited in any bitmapped application.

Using Windows OS:

 Press“Print screen” command to save the contents of the desktop to the clipboard.

« Open Word orimage editor, paste the image to a new file. Edit and save.

« Or, choosethe “Start Menu” to locate the Snipping Tool. This program allows selection, editing, and savingof a
screen display segment.

Bitmapped File Formats

Bitmapped file formats fall into three broad categories: native formats used by image-editing programs, general-
purpose bitmapped-only formats, and metafiles. Native formats (such as Photoshop .psd) contain information
essential to specific editing software. Generally, filesin a native format cannot be used by other applications unless
they are converted to a general-purpose format. General-purpose formats support widespread distribution either
within or across platforms. Many different types of programs will be able to use these files. Metafiles are formats that
can contain both bitmapped and vector images.

One of the most important characteristics of bitmapped graphicsis relatively large file size. Many multimedia
applications, particularly those intended for delivery on the Web, require significant image compression for efficient
delivery. Several compressed file formats have been developed for bitmapped graphics. Some are lossy while others are
lossless. Lossy formats discard some of the information in the original image. Lossless formats reencode image
informationin a new, compressed formbut recover all the original information on decompression.

Commonly used bitmapped and metafile formatsinclude: PICT, BMP, TIFF, JPEG, GIF, and PNG. Developers choose
among these formats based on application requirements, file compatibility with editing and authoring software, and
compatibility with delivery platforms (Windows, Macintosh, etc.).

PICT —Macintosh PICTure format. PICT is a relatively old format that is widely supported by Macintosh applications.
It supports different compression levels and 24 -bit color depth. PICT is a metafile format: files can be either
bitmapped or vector-drawnimages. PICT isa flexible format, appropriate for most applications on the Macintosh
platform.

BMP—Windows BitMaPped file. BMPs support several color resolutions including monochrome bitmap, 4 bit, 8 bit,
and 24 bit. Compressionis optional. BMPs are often used for Windows screen grabs and screen background images
(wallpaper). BMP is a well-established format that is supported by many PC applications.

TIFF—Tagged Image File Format. TIFFis a very versatile cross-platform format that supports all major color modes
(bitmap, grayscale, all color depths, and both RGB and CMYK). TIFF was originally designed for use with scanners. It
is the format multimedia developersusually use both for scanned images and for files to be used in authoring
applications. TIFFs can be compressed using a lossless compression called LZW (for the names of the developers,
Lempel, Ziv,and Welch). The TIFF format is also suitable for professional printing, unlike PICT or BMP. TIFFis a
good choice for the vast majority of non-web images.

JPEG—Joint Photographic Experts Group. JPEGis a cross-platform format designed to efficiently compress
bitmapped images such as photographs that contain a wide range of colors. Itis widely used in digital cameras and is
the format of choice for photo-quality images on the Web. JPEG supports 24 -bit color and interlacing. Interlacing, as
applied to network transmission of images, is the process of progressively displaying an image: incomplete, low-
resolutionversions canbe seen before the complete file is downloaded. Thisavoids havinga blank screen while the
download processis underway.

JPEG compressionis lossy —some informationis discarded and cannot be recovered. Developers can control the
amount of informationlost. A JPEG image can be saved without compression or with one of several different levels of
compression. Saving without compression preserves all the information from the original. Thisis usually not
advisable, however, because minimal compression produces a much smaller file with little loss of quality.

Repeatedly savinga JPEG image with compression progressively degrades the image. For this reason, developers
should edit images in another file format, such as the native format of the editing software or TIFF. Only when the
editing processis complete should the image be saved as a JPEG.
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GIF—Graphics Interchange File (pronounced either “jif” or “gif,” with a hard “g” as in “gift”). GIF is a cross-platform
format with lossless compression. CompuServe originally created it for images transmitted over relatively slow
Internet connections. The maximum color resolution for a GIF is 8 bits (256 colors). Lower bit depths can be used,
further reducingfile size. GIF supportsinterlacing, transparency, and a simple form of animation. GIF animation uses
a “page-flipping” approach, rapidly displaying a series of different still images to suggest motion. GIF animations are
very popular onthe Web because of their low file size. GIF is a good choice for line art, grayscale, and color images
with a small number of solid colors. Itis not appropriate for most color photos because of its limited color resolution.

PNG—Portable Network Graphic (pronounced “ping”). PNG is a cross-platform, lossless compression format that was
created as a free replacement for GIF, which required commercial developersto pay licensing fees. PNG supports
indexed color, grayscale, and true-color images with resolutions up to 48 bits. PNG also supports transparency and
interlacing. It does not directly support animation. PNG is a much more versatile format than GIF because of its
support of high-resolution colorimages. Although intended primarily for web applications, PNG rivals the flexibility of
TIFFand is very popular with multimedia developers.

The RAW File Format

RAW s a bitmapped graphic format that is becoming more familiar in multimedia development. Actually, RAWisa
family of formats, rather than a single standard. They are proprietary file formatsused by camera manufacturers to
save digital photosin a form that preserves more image information than is captured by JPEG. RAW image files are
generally larger than those of other formats. They are intended for use in photo-editing software where they supporta
wider range of editing options because they contain more information about brightness and otherimage properties.
RAW images are converted to JPEG, TIFF, and other formats for use in multimedia applications.

6.3 Vector-Drawn Graphics

In bitmapped graphics, the computer is given a detailed description of an image that it then matches, pixel by pixel. In
vector-drawn graphics, the computer is given a set of commands that it executes to draw the image.

Vectors, Shapes, and Drawn Images

A vectorisa line with a particular length, curvature, and direction. Vector graphics are composed of lines that are
mathematically defined to form shapes such as rectangles, circles, triangles, and other polygons. Vector -drawn images
are made up of combinations of these shapes. Draw programs are the software used to create vector-drawn
graphics. They can produce awide range of images from simple line drawings to complex architectural renderings and
original art works (Figure 6.24).
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Figure 6.24 Adobe Illustrator image with Tool and Layers palettes.

For relatively simple images, the list of drawing commands takes up much less file space than a bitmapped version of
the same graphic. A draw program might use a command similar to “RECT 300, 300, RED” to create a red square with
sides of 300 pixels. The file for this image contains 15 bytes that encode the alphanumeric informationin the
command. The same image could also be created with a paint program as a bitmapped graphic. Using 8-bit color
resolution (one byte per pixel), this file would require 90,000 bytes (300 x 300). The much smaller files sizes of drawn
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images can be a significant advantage for multimedia developers. Another advantage of vector -drawn graphicsis
smooth scaling. Vector images are enlarged by changing the parameters of their component shapes. The new image
can then be accurately redrawn at the larger size without the distortions typical of enlarged bitmapped graphics.
Images that are needed in several sizes, such as a company logo, are often best handled as vector-drawn graphics.

The principal disadvantage of vector-drawn graphics is lack of control over the individual pixels of the image. As a
result, draw programs cannot match the capabilities of bitmapped applications for display and editing of photo -
realistic images.

Tools, Layers, and Grouping

Many of the toolsused in draw programs resemble those of the traditional draftsman. These include pen tools; fixed
shapes such as circles, ellipses, and rectangles; polygons; and Bezier curves. The shapes created in draw programs
include anchor points called handles. Handles are “grabbed” and pulled to resize or reshape an object. “Hot spots,”
such as the corners of rectangles, are used to rotate an object by clicking and dragging.

Objects are drawn on layers. Objects on higher layers overlap and usually cover those in lower layers. Layers make it
possible to edit each object separately without affecting other components of the image. When all the objectsare
properly shaped, scaled, colored, and placed, they are grouped. Grouping objects freezes their properties by joining
them together on a single, new conceptuallayer. Grouped objects can then be moved or combined with other objects
as a unit. Ungrouping returns the component objects of an image to theirindividual layers where each can once again
be edited.

Device Independence

Draw images are device-independent—the same file can be used with different devices without altering the size of
the image. Bitmapped images require different files for devices using different resolutions. For example, a 72 -ppi file is
appropriate for use on a monitor but a higher spatial resolutionis preferred for printers. Draw files are commands for
drawing. Different devices simply follow those commands at their own output resolutions. This preserves the original
dimensions of the image.

Making Drawn Graphics from Bitmapped Images: Autotracing

Drawn graphics can also be produced frombitmapped images through autotracing. In autotracing, the original
bitmapped image is analyzed for separate areas that can be treated as shapes. These shapes are then mathematically
defined to convert the image to a vector graphic.

Autotracing is quite efficient with relatively simple bitmapped images. But if the image is complex, containing many
constituent shapes and subtle shifts of color, the new vector file will not preserve the appearance of the original and
may actually belarger. Judicious use of autotracing can significantly reduce file sizes and can also create interesting
artistic effects (Figure 6.25). Autotraced files are particularly useful in web-based applications where their smaller size
reduces download times.

Making Bitmapped Graphics from Vector Graphics: Rasterizing

Vector graphics are readily converted to bitmapped images by a process called rasterizing. Rasterizing rapidly
samples the vector image and savesit in bitmapped form. Vector-based editing programs such as Adobe Illustrator can
performthe conversion. Vector graphics displayed on screen can also be captured as bitmaps through simple screen
grabbing. Developers often create graphics indraw programs to take advantage of strengths such as scalability and
small file size and then convert them to the more widely used bitmapped format.
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Figure 6.25 Autotracing a bitmapped image (left) can reduce thefile size and create interesting artistic effects (right). See Color Plate15.
File Formats for Vector Graphics

Like bitmapped formats, vector graphicsfiles fall into three categories. Native formats, such as Adobe Illustrator .ai,
support the needs of specific editing software while general-purpose formats are either vector-only or metafiles.
General-purpose vector formats include EPS, PDF, and SVG.

EPS—Encapsulated PostScript. EPSisa variant of PostScript (PS) that supports page preview. EPS uses PostScript’s
page description language to draw vector graphics. It can also contain bitmapped information, though it is not itself a

bitmapped format.

PDF—Portable Document Format. PDF is a widely used, very versatile cross-platform file format for encoding full
pages of textand graphics. PDFs can contain both bitmapped and vector images. Adobe Illustrator vector images can
be savedin a formthat preserves the editing capabilities of the native .ai format but, in general, PDF files support only
limited editing. PDF files require Acrobat reader or a similar program to be viewed. Acrobatis free and widely
distributed, making PDF a very practical distribution format.

SVG—Scalable Vector Graphics. The newest of the general-purpose vector formats, SVG supports 2-D graphics on the
Web. SVG is built on XML (eXtensible Markup Language) and supports still images, animations, and various forms of
user interactivity.

6.4 Bitmapped and Vector Graphics Compared

The two major types of graphics are each optimized for particular uses. Multimedia developers choose between paint
(bitmapped) or draw (vector) programs based on their knowledge of the strengths and weaknesses of each and the
needs of the project. The relative advantages and disadvantages of the two approaches canbe summarized as follows.

Paint Advantages

B Accuraterepresentation of complex contone images such as photographs

B Full-featured photo editing (sizing, cropping, tone and color adjustments, special effects, etc.)
B Widerange of artistic effects (gradient fills, smudges, blurs)

B Precision editing (can edit individual pixels)

Paint Disadvantages

B Large file sizes

B Loss of precise shape when scaled or rotated



B Device-dependentimage resolution
Draw Advantages

B Smoothscaling and reshaping (no jaggies)

Ease of editing objects

Layers

Grouping/ungrouping

B Low file sizes

B Device-independent image resolution

Draw Disadvantages

B Less detailed representation of complex contone images
B No photo-editing capability

B Limited artistic control

Paint and draw programs continue to improve. Inthe process, software developers often find ways to incorporate the
strengths of the alternative approach while limiting some of the inherent disadvantages of their own. For instance, the
layersused in draw programs make editing an image much more efficient because one part can be changed without
affecting others. Paint programs, such as Photoshop, have also adopted layers by including specialized information in
their native file formats. Similarly, the subtle shifts of color in gradient fills were once the exclusive purview of paint
programs. This capability has now been added to many draw programs.

Despite these improvements, fundamental differences remain. A multimedia developer would not use a draw program
to adjust colorcastina photograph. And a paint program is still a poor choice for alogo that will be resized for
different uses on a website or for different types of printed output such as business cards, pamphlets, or posters.

6.5 3-D Computer Graphics

3-D graphics add realism and visual impact and they are an increasingly important area of multimedia development.
They are also challenging. 3-D graphic artists must visualize scenes in which objects can move in any direction,
floatingin a potentially infinite space. They must select a point of viewand arrange objectsto matchit. They must
think about light sources—the type oflight, its intensity, location, and strength. Surfaces and their interaction with
light must be defined. And all these elements have to be combined to produce theillusion of depth on the flat surface
ofa monitor or printed page.

¢ £

Figure 6.26 Primitives. See Color Plate 16.

3-D graphics applications are the sophisticated, powerful programs that make all this possible. In 2-D graphics, the
computer is a helpful assistant. In 3-D graphics, it becomes a virtual partner in the creative process, using complex
algorithms to create the finished images specified by the artist. There are four interconnected stepsin the creation of
3-D images: modeling, surface definition, scene composition, and rendering.



Modeling

Modeling is the process of specifying the shape of a 3-D object. There are two major approaches to modeling. The
firstis to create a new object by combining simple cubes, cones, cylinders, and other 3-D shapes that are supplied with
the graphics program. These objects are called primitives (Figure 6.26). Parametric primitives are objects that can
be changed by specifying different parameters, such as the radius of a sphere. Parametric primitives canbe scaled,
rotated, moved, and combined to forma wide range of objects. In constructive solid geometry (CSG), primitives are
added to or subtracted from one another using Boolean operators (Figure 6.27). Boolean union joins two or more
objects; Boolean difference subtracts one from another, and Boolean intersection produces just the shape shared by
the objects.

More complex forms of parametric primitives may also be provided. These include objects such as plants or trees that
can be adjusted accordingto species, trunk angle, number and size ofleaves, and so on. Environmental primitives
such as clouds and fire can be similarly adjusted to produce a wide range of shapes, colors, and opacities.

The second approach to modeling is to create shapes directly usinga modeler. Four popular 3-D modeler options
are polygons, splines, metaballs, and formulas.

Figure 6.27 Boolean CSG: union (top), difference (center), intersection (bottom ). See Color Plate17.

In polygon modeling, the object is defined as a pattern of straight-edged polygons, usually triangles or
quadrilaterals (Figure 6.28). To produce an image of the 3-D object, the computer first calculates which surfaces will
be visible based on a viewing angle specified by the artist. Viewable surfaces are then divided into small polygons that
define the shape of the object.

The polygon approachis similar to bitmapped 2-D graphicsin that the objectis defined by a fixed number of
elements—polygons for 3-D graphics and pixels for 2-D bitmapped graphics. One advantage of polygon modeling is
precise editing control: the individual lines and surfaces of polygons can be manipulated directly by the artist. The
technique can also produce high-quality, realistic surfaces by increasing the number of polygons and manipulating
their shapes and shading. The main disadvantages of polygon modeling are relatively large file sizes and scaling
distortions. Increasing the number of polygons may produce files too large for some applications, such as 3-D game
playing, in which images need to be generated in real time. And just as a bitmapped graphic deteriorates as it is
enlarged, so too does a polygon model.
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Figure 6.28 Polygon object. See Color Plate 18.

Spline modelingis curve based and is similar to two-dimensional vector graphics. The term derives from splines,
thin strips of wood or metal that can be readily bent to guide the drawing of curves. Different forms of spline modeling
are available. One popular approachis the NURB. A NURB is a Non-Uniform Rational B-spline. Like a vector graphic,
a NURB defines an image using mathematical formulas that can be adjusted to vary its size and shape. Spline
modeling does not provide the precise editing control of polygons. On the other hand, this method produces smaller
files and more flexible objects. ANURB-based object can be readily enlarged without the deteriorationin quality
associated with the polygon approach.

NURBs:

« Non-Uniform—more easily bent in some areas than in others
« Rational—based on mathematically defined ratios

« B-splines—variants of Bezier curves

Metaball modeling creates objects as combinations of elements called blobs. Blobs are variously shaped (spheres,
cubes, cylinders, etc.) and are either positive or negative. A positive blob adds its shape to the object, a negative blob
subtracts its shape. Building an object with metaballs is similar to working with lumps of clay. The technique is useful
for creating objects with soft edges, such as cushions, and organic shapes, such as animal bodies (see Figure 6.29).

Figure 6.29 Negative metaball cylinder and sphere modifyinga positive cube.
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ri=8*pl;

r2=8*p2;
t=2*PI*u;
p=PI*(v-0.45);
x=r1*cos(t)*cos(p);
y=r1*sin(t)*cos(p):
z=r1*sin(p):
x=x+r2*cos(t);
y=y+r2*sin(t);

Figure 6.30 Formula model.

Formula modeling creates objects by specifying mathematical formulas that are subsequently drawn by the
computer. Thisapproach requires knowledge of programming and advanced mathematics. Formulas produce either
simple or very complex objects that require very little file space and are drawn quickly by the computer (Figure 6.30).

3-D graphics programs typically provide a choice of modelers. Developers choose a modeling method based on the
type of object to be created and the way it will be used in the multimedia application. Many objects, such as buildings
or furniture, are readily modeled as polygons. Others, like animal bodies or bushes, are better represented using spline
curves or metaballs. Sometimes the type of application (interactive game vs. static image) or delivery considerations
(Web or DVD) favors one modeler over another. Spline and formula objects typically have smaller files and can be
rapidly drawn. They are often used for games or web applications.

A modeler may also be chosen forits ability to extrude or lathe. Extrusion is the process of extending a two-
dimensional shape through space to create a three-dimensional object. For a simple illustration of extrusion, think ofa
two-dimensional rectangle raised in a straight path fromits surface to create a three-dimensional box. Similarly, a
circle canbe extruded to forma cylinder. Any two-dimensional line or object canbe extruded. In addition, an
extrusion canbe oriented to a particular view. For example, a curved line can be viewed from the top and extruded
lengthwise to produce a corrugated panel or a curtain (Figure 6.31).

Lathingis the process of creating a three-dimensional object by rotating a two-dimensional line on an axis. For
example, the profile of one-half of a bowl can be rotated 3608 to trace the surface of the three-dimensional object
(Figure 6.32).

Figure 6.31 Extrusion. A line (top right) extruded lengthwise to producea curtain. See Color Plate 19.
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Figure 6.32 Lathing. A bowllathed from a 2-Dline. See Color Plate 20.
Surface Definition

Modeling defines the three-dimensional shape of an object but not its surface texture. In surface definition,
developers specify textures that are then applied to the model’s surface. Surfaces canbe defined accordingto a range
of materials available as menu choices—fabric, wood, stone, glass, metal, and others. These different surfaces will vary
in color, intransparency, and in the ways they reflect light. Metal surfaces, such as stainless steel, for example, may be
highly reflective, whereas glass may be only partially reflective. Graphic artists can vary the appearance of these
surfaces by changing properties such as color, opacity, and reflectivity.

Custom surfaces canalso be created as image maps: photos, drawings, or other images that are transferred or
“mapped” to an object (Figure 6.33). Scanned photos, drawings produced with bitmapped or vector programs, and
bump maps are some of the more popular sources for image maps. A bump map is a three-dimensional texture
produced by varying shades of color. Lighter shades appear to be higher, while darker areas appear lower. Bump maps
are readily created in image-editing programs such as Photoshop. The “bumpy” surface of a basketball, for instance,
can be simulated as an image map and then transferred to a sphere (Figure 6.34). Another common use of image maps
is the creation of labels, logos, and other designs that are then applied to the surfaces of objects such as bottles, cans,
and boxes. Some programs also support the use of video as an image map, allowing animators to create realistic 3-D
television or movie screens by mapping the video to previously created cabinets or walls.

-

Figure 6.33 Imagemap (above) applied toa cup.

Scene Composition

In scene composition, objects are arranged, backgrounds are introduced, environmental effects are added, and
lighting is established. Arranging objectsincludes situating them on the x, y, and z-axes as well as operations such as
alignment, grouping, and linking that are familiar from 2-D drawing.

Much of the realism of a 3-D graphic is produced by accurately representing the interplay of light with the various
objectsthat compose a scene. Thisincludes specifying the type of light, its direction, and its behavior as it interacts
with the object. Types of lightinginclude: omni lights that spread light equally in all directions, like the light of the
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sun; directional lights that spread light in a specified direction; spot lights that focus a cone of light on a relatively
small area; and volumetric light to represent the shafts of light from movie projectors, street lamps, and other sources.
The various forms of light can usually be adjusted for properties such as brightness, color, and attenuation, the rate at
which light intensity falls off with distance. Being able to control the color and intensity of light allows digital artists to
simulate a variety of natural and artificial light sources. Lights can be located at virtually any angle and their effects —
forinstance, the types of shadows they cast or the way in which light is reflected or absorbed by surfaces—can also be
controlled.

Figure 6.34 Bump mapappliedto a sphere. See Color Plate21.
Rendering

Rendering is the process through which the computer creates the scenes specified by the artist. There are two main
approachesto rendering: prerendering and real-time rendering. Prerenderingis used for most still graphics and for
animation and video with limited interactivity. Prerenderingis discussed below. Real -time rendering is used for highly
interactive 3-Dapplications such as video games. Thisis covered in Chapter 9, “Animation.”

Rendering is always the final stepin creatinga 3-D graphic but it is also a critical element in earlier stages. Artists
need to be able to visualize their scenes as they place objects, plan their camera angles, add textures, and adjust
lighting. They use various forms of rendering to create these test scenes (Figure 6.35).

Wire frame rendering is the simplest technique. A wire frame is a series of lines used to define the shape of an object
without defining its surface. Wire frame rendering is a good choice for testing an object’s basic geometry and
placement because the computer candraw a wire frame model very quickly.

Totestlighting effects, surfaces must be added. To create asurface, a model is usually tessellated, that is, brokeninto a
pattern of polygons. Different shading algorithms, or shaders, may then be used to calculate the color values of the
pixels making up these polygons. Flat shaders render an image relatively quickly but with imperfections such as
jaggies. Smooth shaders produce a higher quality image but at the cost of slower rendering and larger file sizes. Ray
tracing creates a morerealistic surface by tracing each ray oflight and calculatingits path as it interacts with objects
in the scene. Radiosity adds even more realism to a scene by recreating the changes resulting from the interaction of
different wavelengths of light. When light is reflected from an object, bothits path and its quality are changed. Light
striking a blue object on a white surface, for example, creates a faint glow of blue in the immediate vicinity of the
object. Radiosity applies mathematical formulasto calculate the effects of the thermal radiation responsible for these
colortransfers. Ray tracing and radiosity are computationally demanding forms of rendering. They are sometimes
used to test particular scenes but are most oftenreserved for the final rendering process.
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Figure 6.35 Rendering options: wire frame (top), smooth shading (middle) and ray tracing (bottom ). See Color Plate 22.

After sceneshave beentested and refined, the final rendering processtranslates 3-D informationto a 2-D image for
use as a still graphic or as a frame in an animation or movie. 3-D graphics programs typically provide users with a
variety of controls over the final rendering process. Many finished works are intended to be photo -realistic, but other
forms of rendering that simulate painting or classic cartoons, for example, may also be available. These different
rendering styles are described as rendering engines. Once an engine is selected, the user can control a series of
rendering parameters. Important photo-realistic parametersinclude ray tracing, shadows, reflection and refraction,
bumps, transparencies, and lighting effects such as indirect lighting and skylight. Users can choose to include or omit
individual effects and they can specify quality settings for those that they do include. Each effect adds to the rendering
process, which can easily stretch to hours for complex images. Shadows, reflections, radiosity, realistic textures, and a
host of special effects potentially affect each individual pixel of the rendered image. Thisresults in extraordinary
processing demands.Compromises are often necessary, further reinforcing the need for test renderings of image
samples.

3-D graphicsis one of the most creative and challenging areas of multimedia development. Inthe hands of skilled
artists, ever more powerful hardware and software can create convincing reproductions of the world around us. They
can also produce an unending stream of engaging fantasy worlds. The uses of 3-D graphics, both as still images and as
the frames of sophisticated animations, will continue to expand, making it increasingly important for developersto
master the complexities of modeling, surface definition, scene composition, and rendering.

6.6 Guidelines for the Use of Graphics

Graphicsare a critical element in nearly all multimedia applications. Both the development process and the final
product can often be improved by observing basic graphics guidelines.

1. Identify the purpose of the graphic.
« Toinform (maps, diagrams, pie charts).

e Toattractattention.

o Towarn.

« Toguide (navigation buttons, progressindicators, image maps).



2. Choose the best format for each image.

Paint (bitmapped) for:

Complex contone images (photographs, paintings).
Scanned images.

Draw (vector)for:

Images composed of regular shapes.

Images to be scaled.

3. Match graphic design to purpose.

Avoid gratuitous decoration.
Match style to application content and audience:

Whimsical, artistic, sophisticated, primitive, professional.

4. Locate graphics. Establish a layout grid.

Use similar locations for graphics with similar purposes (navigation buttons, user alerts, explanatory drawings).

5. Preserve image quality.

Store original photos, prints, and other scanned graphics carefully.
Avoid multiple savesin lossy compression formats (e.g., JPEG).
Retain copies of original, high-resolution scans.

Keep copies of images in native file formats of editing applications (e.g., .psd).

6. Economize. Use graphics efficiently.

Match resolution to output device.

Reduce sizes in image-editing software, not by dragging a new size in authoring software.

7. Organize graphics.

Maintain folders for original images, edits, and final productionversions.



6.7 Summary

Although most multimedia graphics are created for screen display, developers sometimes distribute images in printed
form. They also often capture printed originals using scanners. For these reasons, key elements of traditional printing,
such as contones, line art, halftones, and CMY K color remain important considerations for multimedia developers.

Digital graphics can be either two-dimensional or three-dimensional. There are two major types of 2-D computer
graphics: bitmapped and vector-drawn. Bitmapped graphics are defined as patterns of pixels, or picture elements.
They caninclude very fine detail and can be extensively edited. Developers pay close attention to spatial resolution and
colorresolution as they create bitmapped images using paint programs, or capture them using scanners, screen grabs,
or digital cameras. The bitmapped approachis essential for highly detailed images such as photographs, butit also
producesvery large file sizes. These large fileshave given rise to a variety of compression strategies and file formatsto
match bitmapped graphicsto theirintended uses. Other challengesin the use of bitmapped graphics include device-
dependence and scaling limitations.

Vector-drawn graphics are defined as a set of commands that the computer uses to produce an image for display or
printing. Drawn graphics range from simple blueprints to sophisticated, naturalistic images produced by skilled
illustrators. The advantages of vector-drawn images include much smaller file size, excellent scaling, and device-
independence. Their principal disadvantage is that they do not support the detailed, pixel-level editing of bitmapped
graphicsand so are not suitable for photographic images.

3-D graphics take advantage of powerful computer processing to create a different type of digital image. In 2-D
graphics, whether bitmapped or drawn, the artist uses digital versions of traditional tools to directly create a finished
image. In 3-D graphics, the artist skillfully combines elements to specify animage that only the computer itself can
producein finished form. This new relationship between artist and computer is reflected in the multistage process of
producing 3-D graphics: modeling, surface definition, scene composition, and rendering. 3-D graphics applications
have steeper learning curves and require more powerful computers than their 2-D counterparts, but 3-D image
making is advancing rapidly and is an increasingly important part of modern multimedia development.
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What is the difference between contone and line art images in traditional print graphics?

. Why is CMYK called subtractive color?

. Why is RGB called additive color?

. Explain how bitmapped computer graphics are formed.

. What are three forms of bitmapped graphics?

. What is a color palette?

. Why are color palettes significant considerations for developers?

. Whatis spatial resolution?

. How doesspatial resolution affect the quality of a bitmapped image?

. How does bit depth determine color resolution?

. How can quantization produce color banding?

. What is color indexing? What is the benefit of using indexed colors?

. What is dithering and how canit improve acolorimage?

. Why might a developer use a series of screen grabsin an application?

. What is the difference betweenlossy and lossless graphic file formats? Give an example of each.
. How are vector graphics formed?

. What are three major advantages of vector graphics?

. What is autotracing? Howis it related to vector images?

. What is rasterizing? How is it related to vector images?

. What are the benefits of a .pdf file format?

. What is 3-D modeling?

. Howdoes an extrusion modeler create a shape? Give a specific example.
. Whatis lathing?

. Why is surface definition a key stepin 3-D graphics?

. What is rendering and why is it the final step in 3-D graphics?

aluate the following as True or False.

1. Contoneimages reproduced with dots of black ink are called halftones.

2,

Coloris created on a printed page using an additive process.



. Vector drawingis typically used for illustrations and logos.

. Monitor resolution of a bitmapped image is given in dots per inch.

. Line art is produced using two or more colors.

. A 4-bitcolorimage can display 32 possible hues.

. Ifeach channel of RGB coloris set to 255, the result is white.

. Spatial resolution of bitmapped images determines the color quality of an image.
. PPImeans points per inch.

. Higher spatial resolutionresultsin sharper, more accurate images.
11. Quantization is likely to occur inimages with high bit depth.

12. Dithering is used to produce web-safe colors.

13. Paint programs provide editing control at the pixellevel.

14. GIF files have greater color resolution than PNG files.

15. Draw programs produce device-independent images.

16. Polygon modeling produceslarge 3-D file sizes.

17. Acircle can be extruded to forma sphere.

18. Custom surfaceson a 3-D object are made from NURB:s.

19. Spline modeling is similar to vector graphics.

20. Real-timerendering is used in highly interactive 3-Dapplications.

5\9 @l o1 b W

Discussion Questions

1. Identify three challenges of using images in multimedia documents and explain how each challenge is overcome.
2. Locatea copy of the Wall Street Journal in your library and magnify an image of one of their writers. Based on
your understanding of contone image reproduction, explain howthat image is constructed.

3. Identify and explain one advantage and one disadvantage for bothline art and color bitmapped graphics.

4. What does it mean to say that a bitmapped image is device-dependent? What is the connection between device-
dependence and spatial resolution? Give an example from your experience with digital cameras, inkjet printers, or
computer display devices.

5. Explainhow colorindexingand dithering can improve abitmapped graphic with low color resolution.

6. What are the main sources of bitmapped images? Give a benefit or feature of each source.

7. Explain to a digital photographer why (s)he should not edit and resave multiple versions of a JPEG image file.
8. Do yourthink the PNG file format will replace JPEG and GIF formats for web graphics? Explainyour position.
9. Why are 3-D graphics applications called a “virtual partnerin the creative process” Locate a 3-D graphic image
and identify several features that were possible because of a 3-D application.

10. Identify and explainthe two basic approachesto 3-D modeling.

11. Inwhat ways is polygon modeling similar to 2-D bitmapped graphics?

12. In what ways is spline modeling similar to 2-D vector graphics?

13. Using 3-D graphic terminology, describe howyouwould use 3-D graphicsapplicationsto create an image of a
beachball with your college logo onit resting on a sandy beach.

14. Why does 3-D rendering require powerful computers?

15. Identify three guidelines for using graphics that you think a graphic artist developinga college website should
follow. Specifically explain the importance of each guideline in relationto creatinga college website.
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Digital technology dramatically changed the creation, distribution, and uses of sound. From the earliest CDs of the
1980s to digital phone services, Internet and satellite radio, and the MP3 players and podcasts of the early 21st
century, digital sound transformed whole industries.

Early visionarieslike Alan Kay understood the potential of the computer to capture, create, and distribute sound. Just
as his Dynabook would allow people to express themselvesin words and images, so, too, would it empower them to
speak and to compose. But sound is a dynamic medium—it changes over time. Keeping up with the demands of real-
time capture and delivery of sound required improvements in processors and memory. Making the computer speak
was a surprise (and an effective marketing ploy) when Steve Jobslet the Macintosh introduce itself to the world in

1984.

Podcasting is a means of distributing audio content over the Internet. Podcast software (such as iPodder or iTunes)
allows users to subscribe to regularly updated feeds of digital audio files (often MP3s) or to download selected
episodes.

Virtually any kind of audio—a child’s first words, broadcast news reports, interviews, town meetings—can be quickly
distributed worldwide through podcasting.

Rapid progressin computer hardware was the key to expanding the sound capabilities of personal computers. Soon,
“speaking” computers were commonplace, and it wasn’t long before they were expected to listen as well. Built-in
microphones allowed users to speak to their machines and ports were provided to connect musical keyboards. The
microcomputer, with its processor devoted to a single user, now enabled one personwith a single keyboard to create
the sounds of an entire orchestra. For many observers, it was sound that transformed the computer from a workstation
to a full-fledged communication device that could entertain, move, and persuade as well as calculate, sort, and inform.

The sophisticated sound production capabilities of modern computers allow multimedia developers to pursue a wide
range of expressive possibilities. Sound can set a mood or a pace, as it routinely doesin films. It can suggest a time (the
crowing of a rooster) or a space (the canyonecho). It can reinforce simple interactions, asin the audible click of a
button, or it can provide a fully developed alternative experience, as in programs for the visually impaired. Sound can
engage and inspire all by itself, as the enthusiasm for digital sound libraries and MP3 players well attests. And it can be
powerfully combined with other media to produce the compellingimmersive experiences of video games and other
interactive multimedia products.

In this chapter we consider the fundamental concepts, tools, and techniques of multimedia sound. After completing
the reading you should understand:

B Key elements of sound such as frequency and pitch, amplitude and volume, and sine waves

m Defining features, uses, and limitations of sampled sound: sampling, sample resolution, quantization, clipping,
sample rate, aliasing, and file formats

m Defining features, uses, and limitations of synthesized sound: MIDI, messages, synthesizer, sequencer, frequency
modulation, and wavetable synthesis

B Sound on the Internet such as downloads and streaming audio

B Basic guidelines for the use of audio in multimedia applications



7.1 The Nature of Sound

Sound is a form of mechanical energy transmitted as vibrationsin a medium. The medium is usually air, though sound
can also be transmitted through solids and liquids. A clap of the hands produces sound by suddenly compressing and
displacing air molecules. The disturbance is transmitted to adjacent molecules and propagated through space in the
formof a wave. We hear the hand clap when these vibrations cause motionsin the various parts of our ears.

Sound waves are often compared to the ripples produced when a stone is thrown into a pond. The stone displacesthe
water to produce high points, or wave peaks, and low points, or troughs. We see these alternating peaks and troughs as
patterns of waves moving outward from the stone’s point of impact. The clap of the hand also produces peaks and
troughs as high air pressureis followed by a return to lower pressure. These changesin air pressure produce patterns
of waves spreading in all directions fromthe sound’s source.

The simplest sound wave patterns belong to so-called pure tones. A pure tone (such as the note produced by a tuning
fork) can be represented as a simple wave that regularly repeats a smooth transition from high to low pressure. Such
“periodic” waves are called sinusoidal or sine waves. A sine wave can be envisioned through a simple drawing in
which the horizontal, or x-axis, represents the passage of time and the vertical, or y-axis, represents changesin air
pressure (Figure 7.1).
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Figure.1 A sinewave.

A sine wave captures three essential features of sound: amplitude, frequency, and duration. Amplitudeisa measure
of sound pressure or the amount of energy associated with the sound. This is represented by the vertical, or y-axis, of
the sine wave. Amplitude is perceived asthe sound’s volume, which is usually measured in decibels (dB). In general,
sounds with higher amplitudes are experienced as louder. The range of human hearing is approximately 3to 140 dB.
Each 10-dBincrease roughly doubles the perceived volume of a sound.

Frequency is the number of times a waveformrepeatsin a given interval of time. Thisis represented on the
horizontal axis as the distance between two wave peaks or troughs. Frequency is measured in hertz (Hz). One hertz is
one repetition of a waveformin one second of time. Frequency is perceived as pitch. High frequencies produce sounds
ofhigher pitch, and low frequencies produce low pitch. Pitchis the psychological perception of sound frequency.
Humans can perceive afrequency range of 20 Hz to 20,000 Hz (or 20 kilohertz (kHz), thousands of hertz), though
most adults cannot hear frequencies above 16 kHz.

The duration of the sound is the length of time it lasts. The total length of the horizontal axis represents duration
(Figure 7.2).

Most sound waves are much more complex than the simple waveforms of pure tones. Different musical instruments
playing the same note, for instance, produce different wave patterns (Figure 7.3). Thisis how we can tell the difference
between a piano and a trumpet. The sound of an entire symphony orchestrais an extremely complex blending of
varied waveforms.
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Figure 7.2 Amplitude, frequency, and duration.

Sine waves, nonetheless, are central to acoustical theory and to the reproduction of sound. Thisis
because every sound—a whisper, a lion’s roar, a symphony, a crack of thunder —can be re-created as a combination of
sine waves at particular frequencies.

7.2 Traditional Sound Reproduction

Sound waves are continuously varying, or analog, phenomena. Traditional approaches to capturing and reproducing
sound were also analog. Sound waves vibrated the diaphragms of early microphones, which in turn caused a stylusto
inscribe a continuous pattern on tinfoil or on a wax cylinder. T o reproduce the sound, the process was reversed. The
drum was rotated while in contact with a stylus. The movements of the stylus were electrically amplified to vibrate the

drum of a speaker, which created the changes in air pressure that produce sound.

Overtime, analog sound systems became very sophisticated. Technical improvements insound capture and
reproduction made possible very high-quality or high-fidelitysound. Hi-Fi components such as amplifiers and speaker
systems remain important in modern multimedia. These analog devices are still used in the final output of digital
sound.

Middle C on a Trumpet

bl

Middle C on a Piano
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Figure .3 Comparison of the same note played on differentinstruments.

7.3 Digital Sound

Digital techniques represent sound as discrete (or discontinuous) elements of information. There are two major types
of digital sound: sampled and synthesized.

Sampled soundis a digital recording of previously existing analog sound waves. A file for sampled sound contains
many thousands of numerical values, each of which is a record of the amplitude of the sound wave at a particular
instant, a sampling of the sound.

Synthesized soundis new sound generated (or synthesized, “put together”) by the computer. A file for synthesized
sound contains instructions that the computer uses to produce its own sound.

Multimedia developers usually use sampling to capture and edit naturally occurring sounds such as human speech,
musical and dramatic performances, bird calls, rocket launches, and so on. Synthesized sound is generally used to
create original musical compositions or to produce novel sound effects.

Sampled Sound

In digital sampling, sound is captured by recording many separate measurements of the amplitude of a wave using

an ADC, or analog-to-digital converter. An analog device, such as a microphone or the amplifier in a speaker system,
generatesa continuously varying voltage pattern to match the original sound wave. The ADC samples these voltages
thousands of times each second. The samples are recorded as digital numbers. These digital values are then used to re-
create the original sound by converting the digital informationback to an analog formusing a DAC, or digital-to-
analog converter. The DAC uses the amplitude values to generate matching voltages that power speakers to reproduce
the sound.



Digital sampling replaces the continuous waveform of the original sound with a new wave created from a fixed number
of discrete samples (Figure 7.4). Some informationis alwayslost in sampling, because a continuous wave is infinitely
divisible and sampling always yields a finite number of values. The quality of sampled sound is dependent on two
factorsdirectly connected to this sampling process: sample resolution and sample rate.
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Figure .4 Sound sampling.

Sample Resolution Each measurement of amplitude made by an ADC is recorded using a fixed number of bits. The
number of bits used to encode amplitude is known assample resolution. Sample resolutions for digital audio range
from 8 to 32 bits, with the most common being the 16-bit CD-Audio standards and 24 -bit DVD-Audio standards.

Eight bits can record 256 different amplitude levels. Thisis adequate to capture the variations in limited decibel
ranges, such as those between a human whisper and a shout, but higher sample resolutions are needed to accurately
reproduce sounds with a wider range of amplitudes, such as musical performances. Thus, 8-bit audio is generally used
only for simple sounds or in multimedia applications requiring very small file sizes.

The CD-Audio standard, with its 16 bits per sample, supports over 65 thousand different amplitude levels, whereas the
24-bit DVD-Audio standard can represent over 16 million levels. Inadequate sample resolution can distort sound in
two different ways: quantization and clipping.

Quantization Just as low color resolution can produce distortionsin a bitmapped representation of a photograph, so
can low sample resolution distort a sound recording. Each amplitude sample must be assigned one of the numbers
available in the code being used. If the number of distinct valuesis too few, perceptually different amplitude s will be
assigned the same number. Rounding a sample to the closest available value isknown as quantization. In the case of
sound, excessive quantization may produce a background hissing or a grainy sound. The solutionis to record with a
higher sample resolution (for instance, by using 16 rather than 8 bits).

Clipping A different form of distortionrelated to wave amplitude is clipping. Sound-sampling equipment is designed
for a selected decibel range. If the source sound exceeds thisrange (as, forinstance, when someoneyellsinto a
microphone held close to their lips), higher amplitudes cannot be encoded, because no values are available to
represent them. The waveform of a clipped sound shows square tops and bottoms marking the point at which the
highest amplitudes could not be captured (Figure 7.5). Clipping can produce a harsh, distorted sound.

The solution to clipping is to lower the amplitude of the source sound to record within the limits of the ADC circuitry.
Recording equipment usually includes some form of meter such as a swinging needle, colored bars, or lights to show
input levels and alert users when the amplitude range has been exceeded. The familiar, “T esting—one, two, three,” is
oftenused to establish the proper distance and speechlevel when recording with a microphone.

Clipping canalso occur during the mixing of different audio tracks. Mixingis the process of combining two or more
sound selections, or tracks, into a single track. For example, a background music track might be mixed with a voice
track of a poetry reading. This combination of two or more tracks may produce an amplitude that exceeds the available
range. Adjustments to the volume of each track can eliminate the problem. Another solution s to use higher sample
resolutions (for instance, 24 -bit) to provide awider range of amplitude values.
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Clipping occurs when wave amplitude Clipped waves have square tops and
exceeds available sample values. bottoms and a harsh sound.

Figure?.5 Clipping.
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Sample Rate Sample rate is the number of samples taken in a fixed interval of time. As noted previously, arate of
one sample per second is designated as a Hertz. Because sound samples are always taken thousands of times each
second, sample rates are usually stated in kilohertz.

Sample rate affects sound quality by determining the range of frequencies that can be representedin a digital
recording. Atleast two measurements are required to capture each cycle of asound wave —one for each high value, or
peak, and one for each low value, or trough. The highest frequency that can be captured is thus one-half of the sample
rate. CD-quality sound captures 44,100 samples per second (44.1 kHzsample rate) and can represent frequencies as
high as 22,050 Hz or 22.05 kHz. DVD-Audio uses a sampling frequency of 96 kHz to capture frequencies ashigh as 48
kHz.

Alias Frequency

50 Hz
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Original Frequency
150 Hz
A

)

N
Sample Rate
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Figure 7.6 Aliasing—A higher frequency is falsely reproduced as a lower frequency. Original waveis shownin black. Reproduced waveis shown in
blue.

Sounds that do not contain high frequencies canbe more efficiently represented usinglower sample rates because this
will produce a smaller overall file size. One potential problem with lower sample rates, however, is aliasing.

Aliasing Aliasing, as it applies to sampled sound, is the false representation of high frequencies aslow frequencies.
Aliasing occurs when the frequency being sampled is greater than one-half the sample rate being used. For instance, if
a150-Hzsound is sampled at a rate of 100 Hz, the resulting sound will be 50 Hz (Figure 7.6).

Aliasing can be eliminated by applyingelectronic filters to the source sound to eliminate frequencies above one-half of
the sample rate. Such filteringis often applied automatically by recording equipment.

Another approachto the problem of aliasing is to oversample. Oversampling uses a higher sample rate to accurately
capture the frequencies above the desired range. For instance, the human voice hasa limited range of frequencies.
These can generally be captured with a sample rate of 11.025 kHz. But any background sounds with frequencies above
approximately 5.5 kHzwould be falsely included as lower frequencies. Using a higher rate such as 44.1 kHzwill
accurately capture these frequencies. The higher frequencies can then be eliminated with less-expensive and more-
efficient digital filters. Once these frequencies are removed, the file is downsampled. Downsamplingis the process of
reducing the sample ratein an audio file. This reduces the size of the file to that required to capture the frequency
range of the desired sound. In this case, the sample rate would be reduced from 44.1 kHzto 11.025 kHz.

Balancing File Size and Sound Quality The most significant challenge in the use of sampled sound is large file
size. One minute of a single channel of CD-quality sound (16-bit sample resolution and 44.1-kHzsample rate)
producesa file of 42,336,000 bits (16 x 44,100 x 60) or approximately 5 megabytes (MB). Stereo requires a second
channel and doubles the size for a total of 10 MB per minute of sound. DVD-Audio creates evenlarger files by using
higher sample rates (96 kHz), a larger sample size (24 bits), and more channels to produce “surround sound.”

Fortunately, itis not always necessary to use CD- or DVD-quality sound. Some sounds, such as normal speech, contain
relatively lowfrequencies and a limited range of amplitudes. In these cases, higher sample rates and sample
resolutions do notimprove sound quality—they just create needlessly large files. Using a rate of 11.025kHzfor voice
recordingresultsin a file only one-quarter the size of a CD-quality sound file. In addition, 8-bit sample resolution and


https://www.safaribooksonline.com/library/view/an-introduction-to/9781449688394/ch7.xhtml#ch7fig6

monaural sound are usually adequate for speech. This further reducesfile size by a factor of four —1 minute of
monaural, 8-bit, 11.025-kHzsampled sound requires only 650 KB, one-sixteenth the size of a stereo CD recording.

These dramatic differences infile sizes make it important for multimedia develo pers to match sample resolutions and
rates to the type of sound being recorded. This often requires testing a given sound at different resolutions and rates to
determine a quality level appropriate to the application. One reason for including audio specialists on a multimedia
development teamis that they can draw on their experience to greatly expedite this process.

Determining the Size of Sampled Sound Files Sound file sizes for monaural sound can be readily calculated by
simply multiplying the time of the recording, the sample rate, and the size of each sample. The formulais:

Monaural Sound File Size = Sample Rate (in kilohertz) X Sample
Size (in bytes) X Sample Time (in seconds)

For example, a sound sampled at 44.1 kHz, using a 16-bit (2-byte) sample size for 10 seconds produces a file size of
882,000 bytes (approximately 860 KB). To calculate stereo requirements, double the size of the monaural sound file.
Comparisons of file sizes for 1-minute of sound at different qualities are givenin Table?7.1.

Sound Compression Lowering the sample rate and reducing sample resolution are two ways to reduce the size of a
sampled sound file. These methods work well for sounds at relatively low frequencies and narrow amplitude ranges.
They are not effective for sounds that contain wider ranges of both frequency and amplitude, such as musical
performances. Inthese cases another strategy canbe used: file compression.

Table 7.1 Size and Quality Comparisons for Sampled Sound

Stereo/Mono Size (1 Minute) Quality

16 441 kHz Stereo 10 MB @)

16 22.05 kHz Stereo 5MB FM radio

8 11.025 kHz Mono 650 KB AM radio

8 5.5 kHz Mono 325KB Bad telephone

File compression can be either lossless or lossy. Lossless compression uses more efficient coding to reduce the size of a
file while preserving all the information of the original. Lossy compression discards some of the original information.

Lossless compressionis essential for files containing computer programs and alphanumeric data, because any change
in this information could easily disable the program or distort the data. Images and sounds, however, oftenremain
recognizable and usable when relatively large amounts of information are sacrificed. Because lossy strategies produce
much smaller files, they are the preferred technique for sound compression.

Lossy sound compression codecs (coder/decoders) use various techniques to reduce file sizes. Some of these take
advantage of psychoacoustics, the interplay between the psychological conditions of human perception and the
properties of sound. For instance, while humans with optimal hearing can perceive frequencies as high as about 20
kHz, most people cannot distinguish frequencies above approximately 16 kHz. This means that higher-frequency
information can be eliminated and most listeners will not miss it. Higher amplitude sounds in one stereo channel will
also typically “drown out” softer sounds in the other channel. Again, this is information that usually will not be missed.

Lossy compression also uses other techniques such as variable bit rate encoding (VBR). In VBR, sounds are encoded
using a different number of bits per second depending on the complexity of the sound. For simple passages of sound
with limited frequencies, a smaller number of bits per second is used than for more complex passages, such as those
with many different instruments and higher frequencies.

Lossy codecs such as the widely supported MP3 canreduce file sizes by as much as 80% while remaining virtually
indistinguishable from the original CD-quality sound. Sound compressionis a constantly evolving area of research and
development. There are several competing formats and many different opinions about the relative merits of each.

Sampled Sound File Formats
A variety of file formats have been developed for sampled sound. Some are specific to particular computer platforms

while others are intended for specialized audio capture
and editing programs or for specific uses, such as web broadcasting.
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AIFF, or audio interchange file format, is an Apple format widely used on Macintosh computers. AIFF can support a
wide range of sample resolutions, sample rates, and audio channels. Because AIFF files are not compressed, they tend
to berelatively large. AIFF files use the extensions .aiff or .aif and can be played on Windows computers as well as
Macs.

WAYV was developed by Microsoft and IBM and is the standard sampled sound format for the PC. Nearly all sound -
capable Windows applications support WAV. WAYV files can be monaural or stereo, and either 8- or 16-bit sample size.
Thisformat also supports a variety of sample rates. Like AIFF, WAV files are uncompressed, high-quality sound files
that can be played on both Macintosh and Windows platforms. WAV files use the extension.wav.

AU was developed by Sun Microsystems. This format is widely used on the Internet for transmission of relatively low-
quality sound files. AU files use the extension.au.

ReadAudio, developed by RealMedia, the RealAudio format supports streaming audio at low bandwidths. Streaming
audio, discussed at the end of this chapter, is sound that can be played as audio files are being received by the
computer. This allows users to begin playing sounds without the waiting required to download a complete file. It also
supportsreal-time broadcasts of events such as concerts and the live reception of radio over the Internet. RealAudio
files use the extension.rm.

MP3 (MPEG1, audio layer 3)is a popular audio format that supports significant compression while preserving
excellent quality. Itis widely supported across different computer platforms and is frequently used on the Internet.
MP3sare often “ripped” from CDs. Ripping transfersthe CD file to a user’s computer and convertsitto MP3 format.
This creates small, high-quality versions of the original sounds for use on the Web or in portable MP3 players. MP3
files use the extensions.mp3 or .mpga.

WMA (Windows Media Audio)is a format developed by Microsoft as an alternative to MP3. WMA can deliver lossy
compressed audio comparable to MP3 at lower bit rates. Anadvanced version of the codec, WMA Pro, significantly
improves performance over the MP3 standard. WMA uses a .wma file extension.

AAC (advanced audio coding)is the successorto MP3 specified in the MPEG4 standard. AAC produces better sound
quality than MP3 at comparable bit rates. It can also significantly reduce file sizes for comparable -quality audio. Many
commercial users (including AppleiPod, AppleiPad, AppleiPhone, Blackberry, YouTube, and Sony Play Station) have
adopted the AACstandard for their digital audio. AACfilesuse a variety of extensionsincluding .mp4 and .aac.

Synthesized Sound

In sound synthesis, the computer sends commands to a specialized electronic device called a synthesizer, which then
generates the corresponding sounds. The most common format for these commands is MIDI, or Musical Instrument
Digital Interface. Asits name suggests, MIDI was developed to provide a standard method of connecting musical
instruments, synthesizers, and other digital devices.

MIDI is an audio format for representing the elements of a musical compositionin a digital code. Codes are provided
for:

B Specific instruments
B Notes
B Theforce and duration of musical actions (pressing a key, strikinga drum)

B Routing commands to different synthesizer channels to produce music with multiple simultaneous parts (such as a
guitar and a bass drum)

B Avariety of specialized control functions (enabling multichannel play, etc.)

Priorto the development of MIDI in 1983, there was no guarantee that synthesized music played on two different
systems would sound the same. One system might designate a guitar sound with a binary code that another system
used for a flute. Developers could only be confident that their sounds would play properly whenthey controlled every
aspect of the playback system. MIDI standardized synthesized sound.
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Figure .7 A simple MIDI sy stem.

MIDI Messages MIDI commands are known as messages. Messages can be sent to the MIDI systemas a whole or
directed to any one of 16 individual channels. Different instruments, or voices, canbe assigned to each of these
channels and program change messages can be used to repeatedly change the instrument in any given channel. Most
MIDI systems are multitimbral—they can play multiple instruments at the same time by simultaneously processing
the informationin different channels.

Performance messages include note on, note off, the note played, and the velocity at which it was played. These
messages cause synthesizers to play a particular note with a given amplitude, for a specified length of time. MIDI
systems are generally polyphonic—they can play more than one note at once and so they canreproduce, for instance,
the sound produced by striking five piano keys simultaneously.

Components of a MIDI Sound System The simplest MIDI sound system has three major components: a digital musical
instrument to generate MIDI messages based on the performer’s actions, a sound synthesizer to interpret the
messages and produce the corresponding analog waveforms, and an amplifier/speaker systemto output the analog
sound (Figure 7.7). Inthis basic system, a keyboard might be set to play a piano on channel 5 through a synthesizer in
real time. The sound would be produced as the performer played.

Because a MIDI performance produces a stream of digital messages, MIDI commands can be captured, edited, and
reused. In fact, a single keyboard canbe used to individually compose the parts of several instruments for a band or
symphony performance. All that is needed is a device to regulate the flow of the MIDI commands to the appropriate
channels of a multitimbral synthesizer. Such a deviceis called a sequencer. A sequencer controls the flowor
sequencing of the MIDI data. The sequencer could send the piano part of the compositionto channel 5, a harmonica
part to channel 1,a drum part to channel 2, and so on (Figure 7.8). The result would be a synthesized band
performance.

MIDI on a Multimedia Computer Computers emulate MIDI systems through soundcards and sequencer software.
Soundcards include synthesizers and interfaces to MIDI -supported input devices. A keyboard or other instrument can
be connected to the computer through standard MIDI jacks on the soundcard. T he computer canthen be used to
directly play any MIDI instrument.

MID! Synthesizer
MIDI Sequencer

LT |

MIDI Keyboard Powered Speakers

Figure 7.8 MIDI sy stem with sequencer.
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The computer can also be used to create a composition without playing an instrument. Using sequencer software, an
original compositionis created by simply placing notes on a musical scale (Figure 7.9). Other compositions, including
those produced by performers, are imported. Any part of the composition canthen be edited in a wide variety of ways.
Pitch, tempo, the duration and volume of notes, and the arrangement and timing of instruments are all readily altered
with the sequencer.

MIDI dramatically changed music composition by placing control over a virtually unlimited range of instruments and
musical scores in the hands of a single individual.

7.4 Sampled and Synthesized Sound Compared

Sampling and synthesis are very different techniques for incorporating sound in multimedia applications. Their
relative strengths and weaknesses can be summarized as follows.

Figure?7.9 A sequencer. (GarageBand)

Advantages of Sampled Sound

Sampled sound can be played on virtually any modern computer at a consistently high quality. It is also easily created
and edited.

B High Quality: The evolution of digital technology made it possible to capture many thousands of samples per
second and to record these at bit depths that minimize the effects of quantization. In addition, the creationin the
1980s of CD-Audio, a nearly universal standard for high-fidelity music, promoted widespread acceptance and support
of sampled sound. Other standards, such as DVD-Audio, have expanded the capabilities of sampled sound. The result
is high-quality audio files and a wide range of supporting hardware and software.

B Ease of Creation: Sampled sound is a recording. A computer, equipped with a microphone and appropriate
software, canreadily capture any naturally occurring sound. Sound capture software is easy to use and requires no
specialized knowledge of the sound source. We can capture a symphony, for example, without knowing anything at all
about musical composition.

B Ease of Editing: Once captured, sampled sound is readily edited. Sound-editing software allows usersto viewsound
in graphical form, select portions of sounds, and cut, copy, and paste in ways similar to familiar text and graphics
operations (Figure 7.10). A wide range of adjustments and enhancements are possible, including filters to alter
frequency ranges, mixing of sound tracks, and numerous sound effects (reverberation, echoes, etc.). Specialized
knowledge of audio theory, while helpful, is not necessary to edit and test sampled sounds.

B Consistent Playback Quality: Every computer processes sampled sound in the same way. Provided that playback
systems have comparable speaker capabilities, users will hear sounds just as the developerintended.
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Figure.10Sampled sound editor. (Audacity)

Challenges of Sampled Sound

Sampled sound, like bitmapped graphics, has certain disadvantages derived fromthe demands of the sampling process
and the way samples are used to re-create the original sources. These include large file sizes and editing limitations.

m Large Files: The major disadvantage of sampled sound is large file size. Each second of sampled sound is re-created
fromthousands of samples, each of which must be separately recorded and processed. The demands that these files
place on storage and processing often require that developers carefully compromise sound quality in the ways
described previously.

B Editing Limitations: Sampled sound is easy to edit and computers make possible a wide range of editing options.
However, once the various elements of a sound track have been mixed, it is not possible to extract and edit individual
components. Inaddition, it is often desirable to alter the length of a sound source to coordinateits play to an
animation or video. Sampled sounds can only be lengthened by small amounts before the process produces
distortions, particularly in pitch.

Advantages of Synthesized Sound

The main advantages of synthesized sound are editing control and small file sizes.

B Editing: Synthesized digital sounds, such as MIDI performances, have the advantage of exceptional editing
control—compositions canbe edited at the level of the individual note. One significant advantage of this approach over
sampled sound is that the duration of a MIDI sound can be readily altered without producing distortions. Another
editing advantage of MIDI is that it allows a single skilled musician to create and play an original composition that
otherwise would require the efforts of many skilled professional performers and technicians. This has provided
multimedia developers with a source of significantly less-expensive original music.

B Small Files: MIDI sounds on computers also have another strikingadvantage: small file size. A MIDI file is a listing
of alphanumeric messages. These take up far less space than the many thousands of samples per second recorded for
sampled sound. In fact, MIDI files may be up to 1000 times smaller than comparable sampled sound files.

Challenges of Synthesized Sound

The challenges for the use of MIDI in multimedia productions concern expertise, playback consistency, and
reproduction of natural sounds.

B Expertise: Unlike the process of capturing an existing sound, the creation and editing of MIDI sound does require
knowledge of musical theory. Sampled sound can be captured by virtually anyone, and nonspecialists can easily master
many editing changes. MIDI sound, on the other hand, demands at least basic understanding of notes, scales, and
other elements of music.

B Playback Consistency: The playback quality of synthesized sound isless consistent than it is for sampled sound.
Every computer processes sampled sound in essentially the same way. Given comparable amplifiers and speakers,
sampled audio will sound the same no matter where it is played. MIDI sound must be synthesized, that is, artificially
created by the computer’ssoundcard. The synthesizers built into soundcards differ significantly in quality and may
produce very different results. There are several reasons for the differences in sound synthesizer quality.



m Some synthesizersuse a process known as frequency modulation (FM). FM synthesis produces the variety of
sounds by using one signal to modulate the frequency of another signal. This can be v ery effective if the desired output
is a novel electronic sound. If the goal is the natural sound of traditional instruments, however, asecond approachis
usually more effective.

m The second major approach to synthesizing sound is called wavetable synthesis. This uses very short samples of
naturally produced sounds to generate new, synthesized sound. Wavetable synthesizers differ in the number and
quality of their sound samples as well as in the means they use to generate new sounds from their samples. T he result
is significant variationin output quality.

m Natural Sound: The third major challenge in the use of MIDI is that synthesized sound is generally not effective for
the representation of nonmusical natural sounds such as the human voice. If amultimedia project requires speech and
other natural sounds, sampled sound is usually the better choice.

7.5 Combining Sampled and Synthesized Sound
The challenges in digital audio can sometimes be met by combining synthesized and sampled approaches.

Developers can take advantage of the editing control of MIDI and minimize its playback limitations by composing
original MIDI scores and then converting these to sampled sound. This is accomplished by sampling the MIDI
performance or by using a specialized program to convert MIDI data directly to waveforms. Ineither case, the result is
arecording that will deliver reliable playback on any computer.

In another approach, developers can take advantage of the superiority of sampled audio for the reproduction of
natural sounds while minimizing its storage costs. Much smaller MIDI files can be used for major sound components
of the application, and MIDI commands can be used to call and play sampled sounds as required. For instance, MIDI
might be used for long-playing background music with sampled sounds for briefer spoken passages.

7.6 Advantages of Digital Sound
Digital sound, whether sampled or synthesized, has a number of advantages over traditional analog formats.

B Noise Reduction/Recording Accuracy: The circuits of analog audio devices typically generate unwanted noise, such
as hums and crackling, which do not occurin digital circuitry. Digital audio can also capture a wider dynamic range
(range of amplitudes). This makes digital recording particularly effective for representing symphony performances, for
example.

B Superior Copies: Analog copying usually resultsin generation decay —sound quality islost because a copy of a
copy doesnot preserve all the information of the original. A copy of a copy of a cassette tape, for instance, will not be
as good as the first copy. By contrast, digital copying normally results in no loss of information over successive
generations of copying.

m Durability: Digital audio is also more durable than its analog counterpart. Repeated play of traditional analog
media such as vinyl records or magnetic tape results in wear that lowers sound quality. Needles wear the grooves of
records and the magnetic oxide of tapes gradually decays with use. Digital audio files are stored using optical and
electronic devices that are unaffected by normal use.

B Random Access: Digital audio also permits direct access, or random access, to any point on the recording. Analog
sources such as tapes are sequential and require the user to physically move through other sections of the recording to
reach the desired portion. Random access greatly improves interactivity and is critical to the success of modern
multimedia.

m Editing/Distribution: Finally, digital audio benefits fromthe typical editing and distribution advantages of digital
media in general, as discussed in Chapter 2. Editing is easier and less expensive than analog techniques. Copies can
also be distributed much more readily, particularly through computer networks.

~.7 Sound and the Internet

By the early 21st century, both sampled and synthesized sounds were readily shared over the Internet. The
development and widespread distribution of software such asQuickTime, Windows Media Player, and RealAudio
simplified user accessto all forms of audio. Improvementsin bandwidth provided through DSL, cable, and satellite
services also improved accessto large digital sound files, as did advancesin audio compression. Particularly significant
was the MP3 format, which dramatically reduced the size of CD-quality audio and led to a revolutioninthe
distribution of music.
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There are two major strategies for delivering sound on the Internet: downloading and streaming

audio. Downloaded audio transfersa complete audio file from one computer (the server) to another (the client)
accordingto a set of file transfer protocols. Users await the complete delivery of the file and then use player software to
open the file and listen to the audio. The file remains on the user’s computer and canbe edited and replayed at will.
These are significant advantages, but downloading also has serious shortcomings. Downloads take time, they consume
hard-disk space, they are not easily updated, and they cannot be used to broadcastlive events. One approach to
shortening the delay between starting a download and hearing the audio is progressive downloading. As in normal
downloading, progressive downloads save afile to the client computer’s hard disk, but they also buffer content in main
memory and begin to play the sound as it is being downloaded. Progressive downloads are relatively easy to deliver
using common protocolssuch as HT TP and TCP/IP and they can deliver high-quality audio files over a wide range of
connection speeds. Their main disadvantages are that playback during the download process may be interrupted on
computers using slower network connections and users will not be able to accesslater portions of a recording until the
download is complete.

Streaming audio provides a solution to these limitations. Streaming audio is “realtime” sound that is heard as it is
being delivered and is not saved to the client computer. Streaming audio uses special protocolssuch as RTSP (Real
Time Streaming Protocol), special servers, and special media formats and players. RealAudio, QuickTime, and WMA
are popular formats with streaming capability. The protocols used to deliver streaming media are optimized for
efficient, real-time delivery over networks rather than delivery of error-free downloads. The special requirements for
preparing and delivering streaming audio make it more difficult to implement than downloads. In particular,
developers must choose between competing streaming formats as they prepare files and arrange for their distribution.
On the other hand, streaming is the only way to provide audio of live events over networks. It provides more reliable
playback than progressive downloads, does not consume hard-disk space on the client machine, and can be readily

updated.
~.8 Guidelines for the Use of Sound

Multimedia development typically demands careful planning and frequent revision. The challenges of digital audio can
be more readily met by following a fewbasic guidelines.

1.Identify the purpose of the sound. Sound canbe memory and processor intensive—use it for good reasons:

m To attract attention (chimes, bells).

Toinform (oral histories, speeches).

Toillustrate (word pronunciations, musical selections, animal sounds).
m Toestablisha mood or setting.

To provide feedback (audible mouse clicks, spoken alert messages).

Asan alternative to text for the visually impaired.

2. Use high-quality sound. Poor audio gives animmediate negative impression.
3. Conserve file space. Calculate sound file sizes. Choose the most efficient sound format:
m Lower sample rates and sizes for speech.
= Consider MIDI sources.
= Consider compression options such as MP3.
4.Consider the playback environment.
m Publicvs. private use.
® Quality of synthesizers for MIDI sound.
= Compatibility of sound formats with playback hardware and software.

= Giveusers control:



= Overvolume.
= Tostoporstart play.
5.Avoid excessive use of sound. Sound canbe more tiring for users than images or text.

6. Organize sound files. Preserve original sources.

7.9 Summary

There are two basic approaches to creating digital sound. The first is sampled sound, a recording made up of many
thousands of samples of existing sounds. Sampled sound has several strengths including effective representation of
natural sounds, ease of creation and editing, high quality, and reliable playback. The disadvantages of sampled sound
include large file size and limited editing control.

The second form of digital audio is synthesized sound, sound created by the computer itself. MIDI is the most widely
used form of synthesized sound. A MIDI file contains commands that the computer follows to artificially generate
sound. These files are much smaller than sampled sound files. They also permit knowledgeable developers to edit
music at the level of the individual note for any of the various instruments used in a composition. The length of
synthesized sound tracks can be altered without affecting pitch. The disadvantages of synthesized sound include
limitations in the production of natural sounds such as human voices, the need for knowledge of musical theory, and
less consistent playback quality.

Sampled and synthesized sounds have a number of advantages over traditional analog formats. These include high-
quality copies, durability, random access, and ease of editing and distribution.

Sound has become an essential element in many multimedia applications and is widely distributed over the Internet
either as downloads or streaming audio. The challenges of digital sound make it particularly important for developers
to carefully consider the purposes sound servesin their applications and the techniques they use to optimize the
quality and efficiency of multimedia sound.
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Review Questions

1. What is sound?

2. Identify and define the three essential features of sound that are captured by a sine wave.
3. What is pitch? How is it related to sound frequency?

4. What is sampled sound? What is synthesized sound?

5. Whatis sample resolution? How does it affect the quality of sampled sound?

6. What is quantization? How does it affect a sampled sound?

7. What is clipping? How does it affect asampled sound?

8. How does psychoacoustics assist in lossy compression strategies?

9. What is sample rate? How does it affect the quality of a sampled sound?

10. What is aliasing? How doesit affect the quality of a sampled sound?

11. What is downsampling? Why would a developer converta44.1 kHzfileto 11.025kHz?
12. What are two ways to reduce the file size of a sampled sound?

13. Why is lossy compression better for sound files than text files?

14. What are the similarities of .aiff and .wav files?

15. What is a synthesizer?

16. Identify and explain the three major components of a basic MIDI sound system.

17. How did MIDI change the nature of music composition?

18. What are the main advantages and disadvantages of sampled sound?

19. What are the main advantages and disadvantages of synthesized sound?

20. Identify and explainthe two main strategies for delivering sound on the Internet.

Discussion Questions

1. Identify three expressive possibilities for using sound in multimedia applications. Locate one example of a
multimedia animation on the Web and describe the uses and importance of sound in this application.

2. Determine the sound file size for a stereo music recording of 2.5 minutes, 8 bit, 11.05 kHz.

3. Explain why MP3 file compression became such a popular format for digital music.

4. If youarethe audio specialist for a development team, should you save the original sound files as .aiff format or
MP3 format? Explain your selection.

5. If youarethe audio specialist for a web development team, should you create the background music for an
animated cartoonin MIDI or sampled format? Explain your choice.

6. Describe a situation where an audio specialist may combine sampled and MIDI sound for an animated cartoon.
7. Describe how a computer application can create MIDI sounds.

8. What are the benefits of converting an audio tape library to CD format?

9. Identify and explainthree relevant guidelines to incorporate the sound of cathedral bells in a public kiosk on the
history of Chartres Cathedral.

10. Consider the distinction between bitmapped and vector graphics and explain how that distinctionis similar to the
difference between sampled and synthesized sound.
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B Digital Video

Video Quality
= Codecs

m File Formats

Shooting
m Editing Rendering
B Guidelines for Video

For most of the 20th century, the creation of “motion pictures,” whether film or video, was a restricted specialty
demanding teams of skilled professionals and expensive equipment. Home movie cameras and camcorders gave
amateurs little more than a tempting entrée to the world of video. To be sure, they could capture moving images; but
raw video is exactly that—it is only with the revision and refinement of editing that a video draft becomes a memorable
message. And analog editing was expensive and complex. Fewnonprofessionals had the skills or the resourcesto
create effective analog video.

Asin all media, the computer transformed video and film, adding expressive possibilities that were impossible to
produce using analog techniques. The result has been new forms of expression ranging from special effects to
convincing digital simulations of human actors. Cutting-edge digital film and video still require expertise and
computing resources beyond the budgets of most multimedia producers. But there has also beena revolutionin
desktop digital video. Improvements in microcomputers, digital cameras, and video-editing software have made it
possible for individuals and small production teams to effectively add video to a wide range of multimedia
applications.

After completing this chapter, you should understand:
m Key elements of digital video: resolution, frame rate, compression strategies, codecs, file formats

= Main development considerations for each of the three stages of creating digital video: shooting, editing, and
rendering

m Basic guidelines for the use of video in multimedia applications



8.1 Moving Pictures

To understand both the power and the continuing challenges of digital video, we must turn first to the elements of
video and to its origins in the analog technologies of the last century.

Film and video are composed of a series of rapidly displayed still images. We perceive these stills as continuous motion
for two reasons. First, each image captures an instant of motion, recording the changes in the positions of moving
objects. One image shows the feet of a running horse in one position and the next capturestheir new positionan
instant later. The second factor is persistence of vision: images formed on the retinaremain for a shorttime after an
object is gone. If the still images are changed rapidly enough, persistence of vision fills the time between them,
resulting in the perception of a continuous flow of motion.

Traditional filmand video are analog media. Film recordsindividual images as continuous areas of colorona
transparent medium that is then projected to ascreen. Analog video recordsimages as continuously varying electrical
voltages. These voltages are then used to produce images on cathode ray tubes (CRTs) or projectionscreens. Sound
tracksforboth traditional film and video also use analog techniques.

Digital formatshave effectively replaced analog video, but some multimedia applications either make use of analog
source material or use analog TVsfor display of their products. For these reasons, a basic understanding of the older
video standards may be relevant to some multimedia developers. See Appendix D for a discussion of this topic.

8.2 Digital Video

Nowhere is the triumph of digital media more evident than in film and video. But digital video poses very significant
challenges for multimedia developers. The mostimportant challenge is large file size. Like its analog cousin, digital
video is composed of a series of rapidly displayed individual images. Each image is made up of very small picture
elements, or pixels. Each pixel is assigned a color. Reproducing a photo-realistic range of colors requires a 24 -bit code
for each pixel. The lowest-resolution computer monitors display a grid 640 pixels wide and 480 pixels high. This
translates to 307,200 pixels and nearly a megabyte (MB) of digital data for each screen. Full motionvideo requiresa
display of 30 of these screens each second. A computer must store and process almost 30 MB of data for

every second of uncompressed digital video. This was well beyond the processing and storage capabilities of earlier
microcomputers. Dramatic improvements in hardware and compression techniques have overcome earlier limitations
for desktop display of full-screen video. DVD players are common additions to personal computers and small, portable
devices, such as tablet computers and smartphones, also effectively display digital video. Large video files are still a
major challenge, however, particularly when an applicationis intended for distribution over the Web. Multimedia
developers must often make compromises as they try to incorporate high-quality digital video in their applications.

Sound also adds to the size of video files. CD-quality stereo sound requires approximately 10 MB per minute.
Digital Video Quality

The quality of digital video depends on three main factors: screenresolution, frame rate, and compression

method. Screen resolution is the number of horizontal and vertical pixels used to present the video image. Screen
resolution determines how large the video will appear to the user, for instance, as a window 720 pixels wide and 480
pixelshigh. Frame rate is the number of individual video frames displayed per second. The compression method,

or codec, is the particular algorithm or set of algorithms used to compress and then decompress the digital video.
Large display sizes and higher frame rates require more processing and greater bandwidth. Thisin turn often demands
greater compression.

Screen Resolution The smaller the screenresolution of a digital video, the less processing, storage, and
transmission it requires. Developers often reduce screenresolution to match the capabilities of the output medium.
Thisis called the output resolution of the video. The output resolution of the relatively high-quality DV (digital
video) format is 720 x 480 pixels. Thisrequires the computer to process and transmit information for nearly 350,000
pixelsat rates of up to 30 times per second. Slower delivery options such as mobile phones and Internetvideo
streaming cannot transfer data at this rate. Reducing display size to 176 x 144 for mobile phonesyields a pixel count of
approximately 25,000. A display size of 240 x 180 for Internet video reduces pixels to just over 43,000.

Frame Rate A common frame rate for broadcast video is 30 frames per second (fps). Video intended for streaming
over the Internet is oftendelivered at a rate of just 15 fps, effectively cutting the required datarate in half.

The perception of continuous motionin video is dependent on two factors. First, images must be displayed rapidly
enough to allow persistence of vision to fill the interval between frames. Second, the changes in the location of objects
from frame to frame must be relatively gradual. Lowering the frame rate both slows the delivery of individual images
and dropsout frames of video. If the rate is low enough, viewers will experience a string of still images with abrupt
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changes of content—in other words, a jerky video. In general, frame rates below 15 fps will not maintain the perception
of smooth motion, although this is also affected by the complexity and amount of motion in the video itself. To ensure
acceptable results, developers often test various frame rates for a particular video.

Compression Strategies Compressionis the key to the successful delivery of digital video. All digital video delivery
formatsincorporate some form of compression, and advances in compression algorithms have made major
contributions to expanding the use of high-quality digital video. Multimedia developers seldom venture into the
technicalities of video codecs. On the other hand, they routinely make choicesbased on their knowledge of the basic
strategies supported by different compression options. These strategies include intraframe, interframe, and variable
bit rate encoding techniques.

A codec providesinstructions for acomputer to compress a file and then decompressit to display a version of the
original.

Intraframe Compression Intraframe compression reencodes the informationin a single frame of video

(intra means within). Lossless strategies such as RLE (run length encoding, see Chapter 2) can be used for intraframe
compression. The resultis a smaller, more efficient file that reproduces all of the information of the original. Most
intraframe compression, however, is lossy; that is, some of the original information is lost when thefile is
decompressed. A popularlossy codec is JPEG. JPEG files are widely used on the Web to encode photo-realistic still
images at the smaller sizes required for network transmission. JPEG compressionis scalable—compression canbe
accomplished at variouslevels from high to low quality. Low-quality images will have very small file sizes and may be
useful for links or buttons leading to a higher-quality, larger images. The original video version of JPEG s called M-
JPEG (MotionJPEG). Individual images are compressed and linked together as motion sequences that can then be
edited using digital video software. The successor to M-JPEG, MotionJPEG 2000, preserves the advantages of intra-
frame compression and scalability.

Some video compression strategies, such as the DV format, use intraframe compression alone. Thisis often the best
choice for video intended for editing because it preserves each individual frame of the video. The video editor canthen
cut or modify the individual frames as needed.

Interframe Compression Interframe compression, by contrast, eliminates some intervening frames, saving only
the changes between frames (inter means between).MPEG (Motion Picture Experts Group) is a codec specifically
designed for video that uses both intraframe and interframe compression. Many video sequences can be dramatically
compressed using interframe compression. For instance, a video of a newscaster reading a story contains a series of
framesin which very little motion occurs. One frame may differ from another only in the position of the lips of the
speaker, while others may shift only slightly more as she moves her head or shoulders. MPEG saves some frames as
complete, compressed images. These are called I-frames (for intraframes) because they do not differ fromthe strategy
used in intraframe compression. Subsequent frames record only the parts of the image that have changed betweenI -
frames and discard the rest of the image. These are designated either as P-frames(predictive frames) or B-

frames (bidirectional frames). P-frames record more significant changes. B-frames are the framesbetween I- and P-
frames; they record smaller changes. MPEG encoding produces much smaller files than can be created by intraframe
compression alone. When an MPEG file is decoded, the processor reassembles the dropped frames by using I-frames
as references to re-create the intervening frames with the changes stored as predictive or bidirectional frames.

Interframe compressionis an excellent choice for the distribution of digital video because it compresses the original
video files so effectively. This technique is not the best choice for recording source video intended for editing, however.
Dropped frames must be reconstituted in order to edit the sequence and less original informationis preserved.

Variable Bit Rate Encoding There are two major approachesto encoding digital video data. The first uses constant bit
rate encoding, or CBR. CBR assigns the same number of bits per second to all parts of the video, independent of
content. Both simple and complex video sequences are encoded using the same number of bits per second. VBR,

or variable bit rate encoding, analyzes the video content and assigns more bits to encode complex scenes and fewer
bits for simpler scenes. In effect, thisinvests computing resources where they are most needed, allowing a higher-
quality reproduction of complex scenes. VBR is a common rendering optionin video -editing software.

Common Video Codecs There are many different video codecs. Among the more widely used are MPEG, M-JPEG,
and RealVideo. MPEGincludes several different codecs, including MPEG1, MPEG2, and MPEG4. MPEG1 is a widely
supported format that effectively delivers shorter amounts of video onvideo CD, an optical disc format. MPEG2
produces higher-quality video for the larger capacity, faster, DVD format. MPEG2 is also widely used in the
transmission of digital video for television. MPEG4 produces higherlevels of compression than MPEG2. This has
made it useful for delivery of video over the Web as well as for the recording of HD video. RealVideo uses proprietary
codecsto encode streaming video for the Web and is widely available as a plug-in for browsers.
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Digital Video File Formats

The variationsin digital video file formats reflect the different uses that can be made of the medium. Some formats
supportvery high resolutions and use minimal compression. These are generally intended for high-quality video
cameras and editing systems. They are used in the production of broadcast-quality video or film. Others are
specialized for particular output options, such as CDs, DVDs, streaming websites, or digital television. Developers use
these formats to encode their final projectsin a formsuitable for delivery.

D1 is the original high-resolution format used in expensive cameras and editing systems for the production of
broadcast-quality TV using 19mm tape. More recent formats for broadcast TV include D5 and D10-MPEG IMX.

DV is a smaller tape format (6mm) widely used in both consumer and professional production and editing. DV uses
M-JPEG intraframe compression.

DVD-Video uses MPEG2 compression and provides a screenresolution of 720 3 480 pixels. Thisis the format used
for the distribution of video on DVD optical discs. An extension of the DVD standard, Blu-ray, supports resolutions up

t0192031080.

Flash Video is a popular Internet video standard developed by Macromedia and playable through the widely
installed Flash Player. Popular social media sites such as YouTube and Yahoo Video have used the .flv format. Flash
Video produceshighly compressed files suitable for network distribution.

QuickTimeisa cross-platformformat for the distribution of video, animation, and sound files. QuickTime supports a
variety of codecs and screen resolutions. QuickTime files use the .mov file extension.

Windows Media Video is a highly compressed streaming video format from Microsoft. Windows Media Video uses
a.wmv extension.

RealVideo is a streaming format for delivery of video over the Web. Developed by RealNetworks, RealVideo uses a
.rm extension.

Interlaced and Progressive Display

Interlacingis a technique to lower bandwidth demands by presenting only half of the horizontal lines of an image at a
time. On one pass the odd-numbered lines are displayed;the next pass completes the image by displaying the even-
numbered lines. Each half-image is called a field. Because the fields are displayed very rapidly, the viewer seesa
completed frame. Interlacing has been widely used in television transmission but computers have used progressive
display. In progressive display the complete frame is presented at once. The merger of television and video
technologies has produced a general trend toward progressive, rather than interlaced, display.

SDTYV (standard definition) is a digital format that uses roughly the same resolution as analog television. Available
resolutionsinclude 720 x 480 and 640 x 480.SDTV canuse either 4:3 or 16:9 aspect ratios. Aspect ratio is the
relationship between width and height on a display device. (For instance, a 12-inch-wide monitor using a 4:3 aspect
ratio will have a height of 9 inches.)

HDTYV (high definition) uses a 16:9 aspectratio and has resolutions of either 1280 x 720 or1920 x 1080. Lower -
resolution HDTV uses progressive scanning and is designated as 720p. Higher-resolution HDTV was originally
interlaced but now also includes the progressive scanning that is more appropriate for newer high-definition TVsand
computers (1080p).

HDV uses the same small tape format as DV but supports high-definition video resolutions (10801, 1080p, or 720p).
HDV uses MPEG2 compression and uses the extension.ma2t.

AVCHD (advanced video coding high definition) uses a variant of MPEG4 compression and can record in 1080i,
1080p, and 720p resolutions. Developed by Sony and Panasonic, AVCHD canrecord to DVDs, hard drives, or solid-

state media. The extensions .mts and .m2ts are used for AVCHD files.

Motion JPEG 2000 is a variant of JPEG 2000, the successor to the ubiquitous JPEG standard. Motion JPEG 2000
uses a new form of compression (wavelet) to produce smaller files at higher quality than the original JPEG standard.
Like M-JPEG, this format uses intraframe compression, a significant advantage for digital editing. Motion JPEG 2000
can deliver mathematically lossless compression as well as compression that is either visually lossless (the human eye
cannot detect the losses) orlossy. The formatis also optimized for network applications: it can deliver higher -quality
images by sending only the additional information needed rather than resending another complete, higher-resolution



image. The U.S. Library of Congress has adopted Motion JPEG 2000 as its video archiving format. Motion JPEG 2000
files use either the .mj2 or .mjp2 extensions.

8.3 Sources of Digital Video

Multimedia developers have two ways to acquire digital video: they can convert existing analogvideo to a digital
format (see Appendix D) orthey can purchase or create original digital footage.

Creating Original Digital Video
There are three main steps in creating an original digital video: shooting, editing, and rendering.

Step 1: Shooting Effective shooting of digital video requires planning. Developersreviewthe intended uses of the
video. They list the shots that will be required. They consider weather, lighting conditions, and the availability of

personnel. They also consider the ways in which video will be integrated with other media in the completed project.

Stand-alone videos are sometimes shot with the intent of doing little more than recordinga particular event and
immediately sharing the result with others. Shooting to record attempts to capture the ultimate form of the video as
the shootingis done. Lighting decisions may involve little more than keeping the sun to the shooter’sback and the
identification of essential shots may be a shortlist committed to memory. But video destined for a multimedia
applicationis seldomshot in this way.

In a multimedia product, video works with text, graphics, and other elements to inform, entertain, or persuade a user.
The effective integration of video with other media almost always demands careful editing of the original

footage. Shooting to edit captures source footage with editing in mind. The videographer carefully plans the shoot,
concentrating on acquiring a variety of individual video sequences, or clips, that will later be trimmed, reordered, and
blended to effectively communicate a message.

Recording the Shots: The Digital Video Camera The highest-quality digital video requires expensive equipment and
trained professionals. Such shoots are carefully budgeted and painstakingly planned. In recentyears, the development
of higher-quality, affordable cameras and increasingly powerful desktop editing systems has put digital video within
the reach of a wide range of multimedia developers. Like the video professional, these developers will generally shoot
to edit, trying to record avariety of video images as source material for the editing process.

Shootingto edit requires a camera designed to record high-quality source footage. The mostimportant considerations
include the number and quality of CCDs, lens quality,microphone location and quality, storage media, file format, and

light sensitivity (Figure 8.1).

Figure 8.1 Digital video camera considerations include quality of CCDs, lenses, and microphone; st orage type and capacity; and lightsensitivity.

m CCDs: A CCD, or charge-coupled device, generates differentlevels of electrical voltage based on variationsin the
intensity oflight strikingits surface. These voltages are then converted to digital valuesto store data about each pixel
of a digital image. The size of CCDs varies from approximately 46 to /2 inch or more. Larger CCDs are used in more
expensive cameras. The number of CCDs is also important. T o digitally record color, each sample must include
information about the proportionsofred, green, and blue (RGB) light. Two approaches are taken to defining

these RGB levels. Inthe first, a single CCD is used. The incominglight is passed through filters and the CCD records
the level of eachfiltered color. Inthe second approach, the light is split into the three color components by a prism and
three separate CCDs are used to recordred, green, and blue levels. Three-CCD cameras produce clearer, more accurate
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color. While these cameras remain more expensive than single-CCD models, prices have fallen and good three-CCD
options are increasingly available in the “prosumer” category.

Theresolution of the CCD is also important. Higher-resolution CCDs sample smaller elements of the image and
produce more accurate digital images. Thisis reflected inlarger horizontal and vertical dimensions. Higher resolutions
are particularly important whenthe camcorder will be used to capture still images. For motion capture, resolutions
that are higher than the format used to store the video (forinstance, 720 x 480 for DV or 1920 x 1080 for HD) are not
necessary.

Whether the camerais used for still or for video capture, the resolution of the CCD itselfis the most important
measure of cameraresolution. Camera resolutions are sometimes stated based on digital enlargement rather than CCD
resolution. Digital enlargement uses software to interpolate new pixelsto increase image size. The results never match
the accuracy of a higher-resolution CCD. Camera selection should alwaysbe based on the resolution of the CCD itself.

B Lenses: As in still cameras, the quality of an image is greatly affected by the quality of the lens. Higher-quality
cameras use lenses from better vendors and they also support higher zoom ratios through the use of camera optics
rather than software. Infact, digital video producers often suggest that software zoom capabilities be ignored in
selecting a camera, because they produce inferior results to optical zoom. In addition, software zoom, if desired, can
alwaysbe applied during the editing processona computer.

m Microphones: Microphone placement, type, and quality are important for accurately capturing sound in a digital
video. Microphones are designed differently to capture different types of sound. Omnidirectional microphones are
optimized to capture a broad range of background sound. Unidirectional microphones are intended to record sound
froma narrowly defined location. Zoom microphones match their pickup patternsto the camera’s zoom lens. At wide
zoom, they act as omnidirectionalmicrophones, picking up ambient sound. At narrowzoom ratios, they actlike
unidirectional microphones, focusing on the sound directly inthe camera’s path. Some cameras include “shoes,” to
which a variety of types of microphones can be attached. Microphones on some cameras are built into the camera case.
These are more likely to pick up camera noise. Others largely avoid this problem by mounting the microphone on a
handle toward the front of the camera. The use of headphones during shooting is often recommended because they
provide adirectindication of the effectiveness of the microphone while the shootis in progress.

B Storage Media: Digital video began as a tape-based medium and many cameras still employ tape for video
recording. Tape is also oftena good choice for archivingboth source and edited video. T ape formats such as DV and
HDV provide well-established, inexpensive choices for many multimedia video producers. Editing software is readily
available and these formats make relatively modest demands on processors. Tape does have disadvantages, however.
The most significant of these is that tapeis a sequential access medium: to access a video sequence at the end of a tape
it must be physically rotated to thatlocation. Similarly, the transfer of video to another device for editing requires a
time-consuming rotation of the entire recorded sequence. By contrast, optical media such as recordable DVDs and
solid-state devices such as built-in flash memory and removable memory cards are random access devices: any part of
avideo can be accessed at roughly the same speed. These file-based video storage media also allow very rapid transfer
of video from cameras through USB 2.0, FireWire, and Thunderbolt interfaces. Solid -state media, in particular, offer
the advantage of light weight, low power consumption, and ease of exchange and transport (Figure 8.2). As a result of
these advantages as well as declining costs and increasing capacities, solid-state storage has become dominant in the
digital video camera market.
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Figure 8.2 Digital video cameras are often equipped with solid-state storage media that offer light weight for ease of exchange and transport.

B File Format: Thefile format supported by a digital video camerais also important. While high compression ratios
may be advantageous for distribution, source footage used in editing should not be highly compressed and should be
captured at the highest resolution available. The DV format, for instance, has been popular among desktop video
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producersbecause it limits compression to approximately 5:1, uses M-JPEG compression, and has relatively high
resolution (720 x 480). Asnoted previously, M-JPEG uses only intraframe compression, a significant advantage for
source video destined for editing. The successor to M-JPEG, Motion JPEG 2000, though currently lesscommonas a
camcorder format, retains the intraframe compression advantage (see “Digital Video File Formats”).

Thetransitionto HD and 3-D video has produced a number of competing formats. Developers will need to continually
assess these new file formats for their effectiveness in compression and decompression, compatibility with cameras
and storage devices, and their support of video editing. In particular, HD formatsintended for distribution of highly
compressed video generally use both intraframe and interframe compression. This can significantly inc rease processor
demands during the editing process because individual frames for editing must be reconstructed from the partial
frame representations of interframe compression.

B Light Sensitivity: Cameras vary intheir ability to effectively capture images in low-light conditions. Thisis
measured in units of lux. Lower lux ratings indicate that a camera can operate in lower light conditions. DV
camcordersvary intheir low-light capabilities from approximately 2 to 8 or more lux. A variety of auto exposure
presetsare also often available for different lighting conditions—for instance, sunlight, moonlight, spotlight, or dusk.
Supplemental lighting can also oftenbe attached directly to cameras or provided through stand -alone lights.

A lux is the light given off by 1 candle over a 1-square-meter surface.

Shooting Basics Like still photography, effective videography requires an understanding of the capabilities of the
cameraand an awareness of basic “best practices.” Developers prepare for shoots with extra batteries and storage
media (tapes, DVDs, memory cards), external mikes, and headphones. They knowthe automated focusing and light
modes the camera supports and also how to shift to manual control when necessary. They also note the advice of
professionals for framing shots, camera motion, the use of pans and zooms, and taking care of time code.

B Framing a Shot—The Rule of Thirds: The rule of thirdsis perhaps the most widely embraced guideline for
framing a video shot. To use the rule, mentally divide the camera image into thirds both vertically and horizontally by
inserting two equally spaced lines in both directions. Subjects are then aligned on the intersection of these lines
(Figure 8.3). The choice of left or right vertical line or upper or lower horizontal line is based on the direction of the
motion. In general, the subject should be moving toward the open area of the frame. A shot ofa runner on a track
movingto the left of the camera, for example, frames her body on the right vertical line, with her eyes on the
intersection of that line and the uppermost horizontal line. Using the rule of thirds for an image, rather than simply
centeringit, preservesitsinterest and meaningfully relatesit to the action that is taking place. It also helps to ensure
adequate side and headroom, thus avoiding an unintentionally cramped or cropped image.

Figure 8.3 The ruleof thirds.

B Minimizing Camera Motion—Shakes, Pans, and Zooms: Excessive cameramotionis a distraction. Thisis
particularly true of the jumpy images produced by unsteady hands, but many professionals also caution against the
intentional motionsintroduced by pans and zooms.
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Digital video cameras ofteninclude image stabilization technology to minimize shakes and jitters. While these may be
helpful, they are no substitute for the use of tripods or basic techniques, such as using flat surfacesto support the
shooter’shands and arms or holding the camera close to the body when no other source of supportis available.

White Balancing

White balancing is the process of adjusting a camera to correctly record white in different lighting conditions. Different types of
light—the sun, incandescent bulbs, fluorescent tubes, and so on—produce different hues of white. A camera that is not white
balanced may produce video with an inaccurate color tint. Most cameras can be automatically white balanced by briefly recording
a white object. Videographers often carry a piece of white cloth for this purpose: they aim the camera at the cloth and record for a
few seconds. White balancing is particularly important when changing from one artificial light source to another or between
indoor and outdoor recording.

Pans (moving side to side) and zooms (enlarging camera images by lens changes) can serve useful functions. The slow
pan of the vast, empty sea from the perspective of the life raft helps to tell a story. Zooms can readily vary the amount
of detail conveyedina scene and are also often useful. But both techniques are difficult to use effectively without
specialized equipment to stabilize the camera. Professionals generally restrict their use by panning slowly in just one
direction, rather than also panning back. Similarly, they zoom slowly to a fixed point rather than repeatedly zooming
in and out. For most video shots, the best rule is to capture moving images with a still video camera.

B Taking Care of Time Code: Digital video cameras write a time code as they are recordingimages and sound. The
codeis in the form hours: minutes: seconds: frames. A time code of 01:21:36:05 indicates alocationat 1 hour, 21
minutes, 36 seconds, frame 5. This code can be viewed on each frame of the video and it serves asthe frame’s address.
Time code makes it possible to easily locate specific video segments. Editing software uses time code to carry out
splits, trims, transitions, and other effects.

Users of tape-based cameras need to take precautions to preserve an accurate time code. These cameras will record a
single, continuous time code for the full length of a tape provided that they begin a new recording session at a
previously recorded point. If the tape is advanced beyond an earlier recording point, howev er, the time code will be
brokenand a new code sequence will begin when the cameraresumes recording. This may happen when the camera is
shifted to VCR mode to viewa previously recorded segment and then advanced beyond the last recorded frame before
recordingis resumed. Because there is no time code on the tape, the cameratreatsit as it would a new tape and starts
the code over again. The result is that different frames will share the same time code or “address.” In order to avoid
this conflicting information and the complications it creates for cataloging and editing video, it is important not to
break the time code. Cameras often provide an “End Search” control to automatically locate the end point of recording.

m Getting the Right Shots: Video planning also includes the identification of particular ty pes of shotsneeded. Video is
used to convey amessage. Just as a traditional author chooses words carefully, so too the videographer carefully
selectsimages. One considerationis coverage—the source video needsto cover all the important elements of the
subject being recorded. A documentary of a figure skating competitor might require source footage of her arrival at the
arena, practice sessions, discussions with her coach, and the nervous anticipation of her parents, as well as the
competitionitself.

In addition to coveringall aspects of the subject, videographers are careful to include a variety of different types of
shots. Some shot variations reflect changesin the camera’s field of vision.

B Close-up shots (CUs) fill the screen with the subject, focusing the viewer’s attention on its details. Close-ups are
oftenused for dramatic effect—the tensioninthe face of the coach as the skater approachesa difficult jump. These are

often among the most powerful video images.

m A medium shot (MS) frames the whole subject. Medium shots are used to present the main action or tell the story.
The camera frames the skater’s whole body as she begins her routine. The greater part of most videos consists of
medium shots.

B Awide shot (WS) presents the subject as relatively far away and is often used to orient a viewer to the scene of the
action. The camera moves out from the skater, showing the stands and the cheering spectators.

There are variations on these basic shot categories—a BCU (big close-up), for example, is an extremely close shot of a
subject, while an MCU is a medium close-up. Other important basic shots include establishing shots, cutaways, point-
of-viewshots, reverse angles, and over-the-shoulder shots.

B An establishing shot orients viewers by providing an image identifying the subject. This may be a wide shot, such as
the skating arena framed against the city skyline. It could also be a medium shot of a banner presenting the name of
the eventor a close-up of a ticket stub.



B A cutaway, as its name implies, momentarily takes the viewer away from the main subject to a related image. As the
skater completes the most difficult part of her routine, a cutaway displays the crowd reaction.

B A point-of-view shot shows what the subject would see—a camera behind the skater captures the bouquets of
flowers being thrown fromthe stands at the end of the performance.

B Areverse angle shotis sometimes called a shot/reverse shot. A shot of the subjectis taken from one angle and
another shot is taken froma different angle. This may be accomplished either by using two cameras or by moving the
camera and restaging the scene. Thistechnique is often used in interviews. One image shows the skater as she
respondsto a reporter’sanimated questions after her victory. The reverse shot is taken behind the skater and includes
the face of the reporter. This heightens the sense of interaction between the two individuals.

m Over-the-shouldershotsinclude the subject as well as others observing the subject. With the competition over, the
skater tells her story to a gathering of friends. The video is shot from behind the crowd of friends, showing portions of
them, while focusing on the skater. Over-the-shoulder shots can efficiently present the interaction of a main subject
with other elements of the scene.

With source footage in hand, the digital videographer is ready to begin the editing process and transforma scattered
collection ofimagesinto a coherent video presentation.

Step 2: Editing Video-editing software ranges from basic consumer packages (e.g., iMovie, Movie Maker) to
increasingly powerful prosumer applications (e.g., Final Cut Pro, Premiere, Avid Studio), to specialized, expensive
software for professional video and film production. The prosumer category provides desktop multimedia producers,
and even some professional videographers, with a powerful complement of video -editing tools.

Digital video editinginvolvesfour major tasks:
B Capturing video froman external source

B Arranging separate video sequences, or clips
B Splitting and trimming clips

B Adding transitions and special effects

Editing software provides the toolsto performthese tasks. Editors include windows in which each activity takes place.
The names and specific features of these windows vary from product to product, but virtually all include variants of

preview, library, and construction windows (Figure 8.4).

A preview window displays the source video prior to capture and also is used to previewthe current project at any
time during the editing process. VCR-like controls are provided to rewind, fast-forward, pause, and play. Clips that
havebeen transferred to the computer arelocated in a library window. Thelibrary window may also display titles,
transitions, and effectsthat can be applied to the video. Clips are edited and combined in a construction window. The
construction window presents the assembled video clips either as a storyboard or as a timeline. The storyboard is a
more general overviewin which each clip is represented by a single video frame. The storyboard shows the order of
clips and the transitions between them. This makes it easy for an editor to reviewthe overall organization of project
elements. The timeline is a more precise representation of the project. Timelines showthe duration of the video and
include multiple tracks. Tracks are used to store different video clips and audio recordings. Timelines can be zoomed
out to display the entire project or zoomed in to show individual video frames.
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Figure 8.4 Windows, timeline, and tracks in Final Cut Express, a basic video editor.

Capturing/Importing Video The first step in the editing processis getting the video fromthe camerato the computer.
Thisis described as video capture or video importing, depending on the program being used. The method for transfer
of video from camera to computer depends on the camera’s storage medium. Cameras with built-in storage, such as
hard drives or solid-state memory, and cameras using tape drives generally transfer video through USB, FireWire, or
Thunderbolt connections. Cameras using DVD or memory card storage can transfer video through the computer’s
DVD drive or card reader.

Scene detectionis a technique that can improve the efficiency of video capture. Inaddition to the time code discussed
previously, digital video cameras also record several data items along with sound and images. These include the date
and time of day and, increasingly, geotagging data recorded using built-in GPSreceivers. Editing software can use
changes in this data to identify different recording sessions as separate scenes. These can then be captured
individually. This makes it easier to select segments for editing because the source footage is broken into identifiable
sectionsrather than appearing as one long video sequence. Scene detection can also be based on changesin video
content. The editing software examines the incoming video for major image changes and establishes scene breaks as
these changesoccur. Content-based scene detectionisless reliable than scene detectionbased on the data code,
though the editing software may allow users to change the parametersbeing used to improve the accuracy of scene
identification. Content-based techniques are particularly useful when data code is not available, as, for example, with
video converted from an analog format.

Batch capture is the process of transferring only those video segments that have been specifically selected. The video
editor scans the recorded video, selects In points to mark the start of a desired scene and Out points to mark the end of
the scene. Once all desired sceneshavebeen identified, the capture processis started. The editing software locates In
points and starts transferring the desired video scenes to the computer. Captured video clips are then stored on the
computer’shard drive. They are visible ina library window and ready for the next editing step, arrangement on the
storyboard or timeline.

Basic Video-Editing Operations Captured clips represent source video, rawvideo that will be used to create a
finished product. Source video is selected for editing by dragging the clip’simage in the library window to the desired
point in the construction window. Once placed in the construction window, the clip becomes part of the master video.
The master video is the sequence of clips as they are being developed inthe editing environment.

The storyboard view of the construction window provides an easily grasped overview of the general structure of the
master video. The editor can readily identify which clipshave been added, their order, and any transitions that have
been applied. Clicking on a clip will display it in the previewwindow where it canbe played. The timeline providesa
more precise view. Video can be inserted in different tracks. Audio can also be included in separate tracks. The timing
of video and audio sequences, as well as transitions and special effects, canalso be set on the timeline.

Splittingis the process of dividing a clip into multiple parts. Shootingto edit involves capturing many different types
of shots. A particular clip may contain a wide shot that is ideal for orienting a viewer early in the video and another
that makes an effective closing shot. Splitting allows these segments to be used wherever they are most effective.
Splitting can be done on the timeline and is sometimes supported in the library window as well.

Video editors are constantly searching for the most effective way to use their source material. This ofteninvolves
deleting frames from clips. Trimming is removing unwanted frames fromthe beginning and/or end of a video clip.
The editoridentifies a new start point and a new end point. The software then deletes the frames that fall outside this



range. Trimming can be carried out on the timeline. More advanced programs also provide a separate window or
windows in which the clip is displayed together with the specific controls needed for trimming: frame-by-frame
advance, preview controls (play, stop, rewind), and buttons or sliding calipers to mark start and end points.

Trimming eliminates frames and therefore shortens the overall video. In some cases, it is important to maintain a
particular video length. For instance, a commercial may need to be exactly 60 seconds or an image sequence may be
designed to complement the reading of a poem that takes 2 minutes and 10 seconds. One approach is to manually
extend another video clip in the project to compensate for the lost frames of the trimmed clip. Anotheris to use a two -
sided trim, also called a rolling edit. In a rolling edit trimming one clip automatically produces alengthening ofthe
next clip. This preserves the original duration of the video.

Transitions are the effects used to move into or out of a clip. Transitions are usually applied between clips, but they
may also be used at the beginning of the first clip of a video or at the end of the final clip. While there are hundreds of
variations on transitions, the major categories are cuts, fades, dissolves, and wipes.

B The cutis the simplest of transitions because, in a sense, it is not a transition at all. In the cut, one clip ends and
another begins with no intervening effect.

B Fades are transitions between an image and a black screen. The beginning of a video is sometimes introduced by
fading fromblack to the firstimage of the clip. The final clip may fade from the last image to black. Fades are also used

between clips, often to suggest a major shift of scene.

m Inadissolve, the last image of one clip blends into the firstimage of the second. Dissolves often provide a subtle
shift between scenes and tend to be used to suggest continuity between related actions (Figure 8.5).

B A wipe replaces one image with another by movingeachin a particular pattern. A radial wipe, for instance, rotates a
line around the screen with one end fixed at the center. Asthe line sweeps the screen, the first image replaces the

second (Figure 8.6).
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Figure 8.5 A dissolvein iMovie. Thebeach scene in thebackground is gradually replaced by the close-up of the girl. See Color Plate 23.
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Figure 8.6 A radial wipe in iMovie. As theline sweeps theimage, the wide shot of thebeachreplaces the close-up of the crab. See Color Plate 24.

Video editors also provide avariety of tools for the creation of titles, credits, and other text. Inaddition to the usual
control over font, size, and color, many editors provide special text effects, such as titles that appear to be typed onto
the screenor rolling credits. The flexibility of digital editing ensures the ready availability of many other special effects
that can be applied to any part of the video. Everything from fog and rain to earthquake effects and fairy dust can be
readily applied to digital video (Figure 8.7).

Figure 8.7 Thefog effectin iMovie. See Color Plate 25.

Step 3: Rendering The editing process creates master video that can only be used within the editing application. In
fact, the master is actually a series of pointers and instructions for performing operations on the original source
footage. Editing does not alter the source footage and it does not create a new video. This strategy preservesthe
original video information and it saves a great deal of file space.

Tobeuseful in other applications or as a stand-alone production, the master video must be converted into a new,
independent video file. This usually involves the creation of new digital content—for instance, dissolves require new
framesthat combine elements from two or more different images and special effects will require mo difications to
many frames. Rendering is the process of applying the editing operations specified by the master video to produce a
new, independent video file. Given the wide range of editing options available, rendering canbecome a very time -
consuming, processor-intensive operation.

During rendering, the developer also specifies output options based on the video’sintended use. Video intended for
DVD distribution is rendered differently than video for the Web. The rendering options provided by digital video
software include the video compression method; the resolution or screensize; the frame rate; the video data rate; and
the audio format and audio data rate.
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One of the most important decisionsis the choice ofa codec. All digital video intended for distribution must be
compressed. The particular codec used will largely determine the quality of the resulting video as well as the waysin
which it can be effectively delivered. Editing software generally provides arange of choices, oftenincluding the various
versions of MPEG and streaming formats such as RealVideo.

Screenresolutions also vary depending on the mode of delivery. Choices for HDTV delivery include resolutions of
1920 x 1080 and 1280 x 720. A resolution of 720 x 480 is generally used for DVDs. The lower bandwidths of many
Internet connectionsresult in the use of a lower resolution, such as 240 x 180, for streaming video and video email

attachments. Still lower resolutions such as 176 x 144 may be required for cell phones.

The framerate is another important factor in the size of video files. Reducing frame rates can dramatically reduce the
amount of video information a device must processin a giventime. Computer hardware and network bandwidths
continue to improve, but frame rates for videos streamed via the Web often must be reduced to ensure that a wide
range of users can effectively view them.

Having selected an appropriate codec, resolution, and frame rate, developers then specify the video data rate. Codecs
typically can compress at different quality settings. Setting a relatively low data rate will require more compression
and will usually produce lower-quality video. Thisis often essential, however, to ensure effective delivery. Rates vary
fromas low as 20 to 30 kilobits per second (Kbps) for low-quality streaming video to approximately 9 megabits per
second (Mbps) for DVDs and up to 48 Mbps for Blu-ray discs. In addition to selecting a data rate, developers often also
havethe optionto select either constant or variable bit rate encoding. VBR is sometimes done using two passes, one
to analyze the video data to determine which scenesto record at a higher or lower rate, and a second to do the actual
encoding. This slows the rendering process but usually results in higher quality than CBR.

Finally, most video also includes sound. Sound is recorded on tracks separate from video and can also be encoded
using different codecs and data rates. When file size and data rates are not as critical, sound is oftenrecorded in the
uncompressed, widely supported PCM (pulse code modulation) format. Common compression options include MP3
and the Dolby Digital AC-3 formats.

8.4 Guidelines for Video

The production of high-quality video has traditionally required expensive equipment, highly trained professionals, and
generous budgets. Today, the availability of affordable, powerful digital tools—cameras, editing software, and
computers—has made video a practical addition to many multimedia projects. Video is also complex and demanding,
however. The successful use of video requires attention to basic guidelines for shooting, editing, and rendering.

Shooting

1.Choose a camera carefully. Consider the following:

= CCDs.

= Optics.

= Microphones.

m Storage media.

m File formats.

m Lux rating.

2. Steady the camera. Use a tripod or lean against a solid surface.

3. White balance prior to shooting. Thisis especially important when changing between differentlighting
conditions.

4.Avoid shooting intolight and backlit scenes.
5.Limit pans and zooms.

6. Frame the subject. Use the rule of thirds.



7.Make an inventory of required shots.

= Different angles.

= Wide shots, medium shots, and close-ups.

= Establishing shots, reverse angles, over-the-shoulder, and point-of-view shots.

8. Use the highest resolution available.

9. Add external microphones if required.

10. Use headphones to monitor sound quality.

11. Record background sounds for use in editing.

12.Don’t break the time code.

Editing

1. Protect source video.

B Keep copiesoforiginal sources at the highest resolution and lowest compression.
2. Save a copy of the master video prior to rendering.

Rendering

1. Match codec, resolution, frame rate, and data rate to intended use and delivery medium.

2. Use variable bit rate encoding when available.



8.5 Summary

Powerful microcomputers and sophisticated editing software have made it possible for all multimedia developers to
add high-quality video to their productions.

Digital video is characterized by very large file sizes that place significant burdens on processors, storage devices, and,
especially, computer networks. Multimedia video is tailored to specific uses by adjusting screenresolutions and frame
rates and choosing appropriate compression options.

Digital video is acquired using digital cameras or downloads of previously created digital video files. Relatively
inexpensive digital camcorders can produce high-quality video that can be effectively edited by multimedia developers.
Most multimedia development will require a shoot-to-edit approach, in which careful planning identifies the range of
necessary video clips. Editing software can then be used to capture video, arrange clips, carry out splitting and
trimming, add transitions and effects, and finally render the master video as a new video file suitable for distribution.
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Review Questions

. What is the distinction between film and video?

. What is screenresolution and what does it mean for digital video?

. Why do developers often need to adjust the output resolution of digital video?
. What is a codec?

. Identify and define the three main strategies for compressing digital video.

. Identify one advantage and one disadvantage of interframe compression.

. What is the distinction between MPEG2 and MPEG4 video compression?

. Whatis one advantage of the DV format for archiving standard definition video?
. What are the three steps in creating original digital video?

10. Identify and explain the two main approachesto shooting video.

11. Describe the rule of thirds and explainits importance in shooting video.

12. What is time code and why is it important in shooting video?
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Discussion Questions

1. Identify and explain the three factors that influence the quality of digital video output.

2. Why doesdigital video producelarge data files?

3. How do developers control these large data files?

4. Youaresent to shoot the source footage for a video promoting your college. Identify and explain three important
considerations for shooting this digital video.

5. Your college plans to have one version of the video promotion onthe college website and a second versionon a
DVD to accompany the Admissions catalog. Identify and explain the important considerations when yourender the
video project for each of these uses.

6. Describe the featuresofa digital camerathat are important to consider if your multimedia project requires
professional-quality digital video.

7. Locate a 45-to 90-second video clip on YouT ube. Discuss the quality of the video, including shot selection, camera
control, and editing. How could the clip be improved?

8. Researchdevelopmentsin 3-D digital video recording. Report howthis 3-D space is achieved and the features of
cameras that support 3-D recording.

9. Researchthe AVCHDformat. Report the benefits of this digital video format and details regarding the variety of
video resolutions supported by the standard.

10. Researchthe Motion JPEG 2000 format. Report the benefits of this digital video format and details regarding its
current uses.
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B Animation Basics

B Traditional Animation Techniques
B Cel Animation
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9.1 The Brave New World of Digital Animation

Animation is the pinnacle of modern multimedia. It incorporates and draws inspiration from each of the other media.
And morethan any other medium, animation exploits the creative and transforming potential of the computer as a
“universal machine.”

Computers have dramatically lowered the costs and increased the ease of creating many different types of
animation. Motion graphics, for example, is the art of making titles, credits, and other graphic objects move across
movie and television screens. For many years, only large studios could afford these services. Nowindividuals and
small groups readily create a wide array of flashing text, spinning logos, and image morphsto complement websites
and other multimedia productions. Virtually every form of traditional animation from the simplest flipbook to the
extraordinary creations of the great Disney Studios has been transformed by digital technology.

The revolutionin animation is not just about economy and efficiency. The computer also provides developers with
entirely new capabilities that have resulted in animations that were inconceivable a generation ago. These new creative
powersdraw on three principal capabilities of computers.

First, the computer supports interactivity. Traditional animationis a passive medium, intended simply for viewing. By
contrast, the computer supports user participation. We do not watch video games or flight simulators.
We play and fly them.

Second, computers can convincingly simulate three-dimensional sensory experience. Traditional animations were
largely two-dimensional fantasy worlds that playfully presented improbable behaviors such as singing mice and flying
men. The computer now supports an entirely different form of fantasy by creating realistic 3-D characters and scenes
that are often indistinguishable from those of video or film.

Third, computers can embody and implement rules of behavior. A traditionally animated character does what it

is drawn to do. Computer-animated characters do what they are toldto do. There are many different types of “rules of
behavior.” Some determine how the object is to appear. Computers create realistic 3-D images through algorithms
that, in effect, tell the object howto respond to simulated light. The rules may also determine motion. Inverse
kinematics providesrules of behavior for the variouslimbs of animated characters so that the hipbone really is
connected to the thighbone—and both move as they should. The airplane in a flight simulator flies realistically because
the computer is implementing a set of rules to reproduce the responses of simulated airfoils to different flight
conditions. The behaviors may also be psychological, as with game charactersthatreact to certainsituations, such as
the presence of weapons or food, in specific ways whenever they happento encounter them.

The computer transformed the work of animators by providing powerful tools of creative expression and new ways to
engage their audiences. The potential of these new forms of animation is already clear in video games that addictively
immerse their playersin alternate realities and in films that convincingly substitute fully digital actors for human
performers. As the film producer Jeffrey Katzenberg once remarked, thanksto computer-generated animation, “If we
can imagine it, we can make it.” These new powers follow directly from the programmability of the computer, fromthe
factthat it is a universal machine with, in a practical sense at least, unlimited potential. Digital animation is indeed a
“brave new world,” one that will almost certainly continue to generate enthusiasm, revenue, and debate. To
understand both the practice and the potential of this powerful new medium, we must first consider the basic elements
of animation and the ways in which it was traditionally created.

Once you have finished this chapter, you should understand:

B Thebasic elements of animation: persistence of vision, frames, frame rates, flipbooks

B Fundamental animation techniques: shooting on twos, cycles, holds, ease-in, ease-out, stretch, squash
m Cel animation: cels, key frames, tweens, storyboards, pencil tests, scratch tracks, Leicareels

B 2-Ddigital animation: animated GIFs, rotoscoping, tween animation, programmed animation

B 3-D animation: modeling, surface definition, scene composition, motion techniques, rendering

B Basic animation guidelines



9.2 Animation Basics

Overthe course of the 20th century, animation evolved from a simple recreational pastime to a major communications
industry. It was the development of the camera and motion pictures that finally gave animators the practical tools they
needed to display their creationsto large audiences. The basics of animation were known long before, however, and
they continue to berelevant today.

Figure 9.1 Thaumatrope.

All animations are a rapidly displayed sequence of individual still images. The earliest animation devices worked with
only a few images and offered little control over display rates. The thaumatrope was a simple disc, with strings
attached, and just two images, one on each side. Operators held the disc between their hands and spun it by winding
and then pulling on the strings. The spinning of the disc merged the two images. A picture of a man’s head on one side
and a hat on the otherresults in a combined image of a man wearing a hat. Figure 9.1 shows a bird in a cage. One side
is a free bird and the other an empty cage. The thaumatrope illustrates the first basic feature of all animations: its
dependence on a peculiarity of human vision. The images formed by the retina persist for a short time after the
stimulus has disappeared. The persistence of the picture on one side of the thaumatrope causesit to blend into the
other, producing a single, combined image. Animation, like film and video, makes use of thispersistence of

vision to produce the illusion of motion. Because oneimage fadesinto the next, a series of images, each differing
slightly, can be used to produce the illusion of continuous motion.

The familiar flipbook can present dozens of images on a series of pages, each showing a different stage of a motion.
As the pages are rapidly flipped beneath the thumb, the motion, such as a personwalking, is displayed. The flipbook
illustrates several additional elements of animation. First, the quality of the motion will depend on the rate of
display—very slowflipping producesjerky, unnatural motion. Second, assuming an adequate rate of flipping,

the speed of the motion will depend on the differences between the images—larger variationsin the positions of arms
and legs from one drawing to the next will produce the illusion of a faster walk. Third, each drawing must be a
variation on its predecessor, usually with slight changes between the two. To produce a new image, it is important to
be able to use the precedingone as a reference. Thisis accomplished by laying a new page over the drawing. Ifthe
paper is thin enough, the previousimage will show through. Thicker papers will require a light table to illuminate the
underlyingimage. This process of drawing while referencing preceding images is traditionally known

as onionskinning. Finally, the flipbook also illustrates registration, another basic requirement of animation.
Registrationis a way of physically aligning the images with one another. The binding of a simple notepad accomplishes
this. Drawing on a set of loose sheets requires prepunched holes and peg systems or some other form of registration.

The 19th century sawthe development of mechanical animation display devices. One, the zoetrope, was a rotating
drum with slits on its side (Figure 9.2). A light illuminated a strip of drawings fastened inside the drum. As the drum
turned, the viewer caught a glimpse of each successive image through the passing slits. When the drum was rotated at
an appropriate speed, persistence of vision blended the individual images and produced the perception of motion.
Another device, called thepraxinoscope, was used by Charles-Emile Reynaud to project short animations to audiences
at his Théatre Optique in Paris during the 1890s. This early experiment gave little more than a hint, however, of the
enormous influence of fully developed animation.
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Figure 9.2 Zoetrope.

9.3 Traditional Animation

Traditional animation is film-based. Individual images of the animation sequence are photographed and recorded as
separate frames on a long strip of transparent film. The filmis passed in front of the light of a projector and the
animation appears on-screen. Later, video was used to encode the images and sounds of film on magnetic tape for
television display. Movie theaters and televisions provided animators with the mass communication possibilities that
drove the commercial development of traditional animation.

Film dramatically enhanced the expressive possibilities of animation. Multiple reels could hold any desired number of
individual film images. This made it possible for animators to create longer animations with more subtle motions.
Projectorsreliably displayed images at frame rates that produced natural motion. And, finally, film allowed animators
to add sound to their creations.

The Challenges of Traditional Animation

To bring their characters to life, animators must overcome a series of challenges. One major challenge is the sheer
number of images to be created. Film is projected at 24 frames per second (fps). Animators must somehow produce
1440 individual images for every minute of animation. Shooting on twos, cycles, and holds are among the more
popular strategies they use to manage this task.

Shooting on twos cuts the number of required images in half. Animatorsfound that convincing motion can be
achieved using pairs of identical images—each drawing, or set of objects, is usually photographed twice. In this way, 12
images can do the work of 24. Because each shot requires a separate scene setup, shootingon twossaves a great deal of
productiontime.

A cycleisa series ofimages that can be reused to extend repetitive actions. A common example is a set of drawings
depicting a character walking. If the series is drawn so that the last step blends smoothly with the first, a long walk can
be created by simply repeating the cycle as many times as desired (Figure 9.3).

Holds are a sequence of identical drawings that express a particular state or action. For instance, a character’s face
and body may be drawn to express surprise. This drawing canthen be repeated 24 times if the script calls forthe

character to express surprise for 1 second.

The animator also faces a series of artistic or creative challenges. Photographers and videographers capture the world
before them. Animators must create their own worlds. We can catch a glimpse of this challenging creative process by
briefly noting some of the common strategies animators use to bring their characters and scenes to life.

Effective portrayal of motionrequires an awareness of how things actually move in the world. For instance, objects
have mass and accelerate more or less gradually depending upon how heavy they are. The snowball starting its roll
down the hill should move slowly at first and gradually gain speed. As it reacheslevel ground, it should gradually slow.
Animatorsroutinely use such gradual increases and decreasesin rates of motion, called ease-in and ease-out, for
many types of motion.

Objects often overshoot their resting points. The snowball, slowed by a gradual piling up of snow in its path, makes a
final forward lurch and settles back into its track as it comes to rest.
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Figure9.3 A cycle.

The different components of objects often move independently of one another. If the snowball strikes a tree at the
bottom of the hill, the motion of the branches will, at first, lag behind the motion of the trunk. Asthe trunk comesto
temporary rest at the extreme point of its motion, the branches will continue to move. Paying attention to
suchoverlapping motions helps animators produce convincing, lively motions.

Close observation of the natural world is important for successful animation. But most animators are not tryingto
simply duplicate natural motion. Instead, animation usually derivesits power fromthe skillful exaggeration of motion
for dramatic effect. Often the exaggerationis simply in the rate of motion—the snowball eases into its downhill

motion, but it gains speed with an unnatural rapidity and quickly grows to enormous proportions, scattering the
terrified peoplein its path. Other forms of exaggeration focus on distortion. Stretch and squash are staples of the
traditional animator’s art (Figure 9.4). The speeding snowball hits a bump and fliesinto the air. As it rises, it stretches
to forma vertically elongated ellipse. It hits the ground and is squashed into a horizontal ellipse; it snaps back to a
round shape and races on. Stretch and squash wildly exaggerate the effects of gravity to enliven the snowball’s journey.
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Figure 9.4 Stretchand squash.

These strategies have been applied to a wide range of animation subjects. In fact, anything that canbe photographed is
a candidate for animation. Paper cutouts, clay figurines, puppets, and all sorts of natural objects have been posed,
photographed, reposed, and photographed again to create the individual photo frames of filmed animation. But the
technique that most directly influenced the development of digital animation was cel animation.

9.4 Cel Animation

Cel animation was perfected and popularized by the Disney Studios of the early and mid-20th century. Cel originally
referred to the drawings of individual animation frames made on sheets of celluloid, the same flexible, transparent
material used for early films. These drawings were then photographed to produce the animated film. Today, acetate
has replaced celluloid, but the technique s still known by its traditional name.

The main advantage of celsis that they save enormous amounts of drawing time by allowing animators to break scenes
into those parts that stay the same and those that must be changed from frame to frame. A single drawing can then be
used over and over for the unchanging elements of the scene. For instance, if a character skips down a village path, the
path, the village buildings, sky, clouds, trees, and so on are unchanging background items. These can be placed on one
cel. Objects that change can be placed on another layer of cels. The skipping child will require a series of drawings,
each depicting different positions of her arms, legs, head, and torso. Only the child will be drawn on this layer of cels.
To create the individual frames of the animation, the two layers are stacked over alight source and the composite
image—background village scene and one stage of the skipping child—is photographed. For the next frame, the top cel
is removed and replaced with the cel image of the next stage of the skip. The background canbe leftin place —it needed
to bedrawn only once.

“At Disney it is estimated that each new animated film may entail the creation of a million drawings, sketches, and
paintings.”

Tim Campbell—Archivist at the Animation Research Library, The Walt Disney Company, Burbank, CA in 2000.

The cel animation technique saved time and also gave animators precise control over the elements of their creations.
Individual cellayers could be used to reproduce interdependent, complex motions. For example, yet another layer of
celscould be used for the drawings oflip positionsto sync with a sound track of the girl singing as she skipsdown the
path.
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Cel animation also encouraged division of labor and promoted high artistic standards. One technique, keyframing,
divided drawing tasks among various specialists. Master artists produced original sketc hes for major actions, the key
frames. These are also often called extremesbecause they typically present just the extremes, or limits, of the action.
The first key frame, or extreme, might show a cat as he begins his leap toward an unsuspecting mouse. The second key
frame capturesthe collision with a wall as he misses his target. Assistants then painstakingly draw the sequences of
step-by-step changes, called tweens, to produce the illusion of motion. Tween drawers take advantage of
onionskinning to guide their work. The key frame drawing is placed on a light table and another sheet of paperis
placed overit. The lower image shows through (as light shows through an onion skin) and is used to guide the drawing
ofthe next stage of the action.

Key frame and tween drawings are then transferred from paper to celluloid by inkers who specialize in applying the
lines to one side of the cel, while another set of specialists, opaquers, carefully apply colors to the other side. These
artists must work with great precisionand care. They wear cotton gloves to protect the soft acetate sheet and they work
in dust-free environments to minimize the appearance of specklesin photographs of the cels. The results of their
efforts are impressive. Individual cels are often works of art in their own right and many are highly valued collector’s
items.

Many additional specialists are required for the production of a traditional cel animation. These include producers,
directors, script writers, audio specialists, camera operators, and even checkers, specialists in ensuring that all the

individual cels have been properly prepared, ordered, and aligned (or “registered”).

Producing Cel Animation The cost and complexity of cel animation makes it important to carefully plan each step
of production. Storyboarding, pencil tests, scratch tracks, and Leica reels are important planning and production
guides. Many of these traditional practices have important counterparts in modern multimedia production.

A storyboard is a sequence of drawings that sketch out the content of major scenesin the animation. Storyboarding
is a way for animators to develop and test their ideas and it is essential for successful animation. There are simply too
many interdependent images and sounds in an animation to proceed without this critical guide. Major studios devote
large, cork-covered wallsin dedicated storyboarding rooms to the creation and display of these overviews of proposed
animations.

A storyboard will sketch the action of the animation and note the dialogue or other sounds for each scene. The amount
of detail presented varies with scenes. In some cases, it may be important to produce relatively complete, colored
images to explore color schemes or lighting effects. In others, simple pencil sketches to ex plore proposed actions may
be adequate. These sketches often become the basis for the pencil test, a series of simple sketchesthat are
photographed and projected to test the design of animated sequences. This allows directors, artists, and othersto
check the movement of objects and characters and refine their ideas before committing the team to the development of
fully drawn and colored cels.

The sound track s a critical element of most animations. Spoken dialogue, sound effects, and music create much of the
dramatic effect of the production and they must be precisely synchronized to their corresponding images. A scratch
track is a draft of the animation’s audio track. Like the storyboard, the content of the scratch track varies with
purpose and scene content. A completed musical score may appear relatively late in the development process, but
dialogue will probably be an early addition to the scratch track because it is a critical guide to creating the motions of
speaking characters. As production continues, animators test the interplay of sound and image by combining the
scratch track with a projected version of the storyboard. Eventually, this testing may cover the fulllength of the
animation, although many drawings and sounds will remain incomplete. This working draft of the complete animation
is sometimes called a Leica reel, a reference to the relatively inexpensive Leica cameras originally used to photograph
test cels.

The cel technique also requires specialized equipment and materials. Each layer of acetate filters out approximately
5% of the original light. This produces a noticeable difference in the perceived hue of the colors onlowerlayers. To
compensate for this, specially prepared sets of paints in different hues are used. In this way, a red appearing on one
layer will match the red of another. In addition to specialized cameras and lighting, cel animation also requires devices
to

B track changesin the paths of animated characters (animation stands, pantographs),
B precisely align stacks of cels for each of the thousands of individual camera shots (cel punches, peg plates), and
B synchronize and edit the final film (viewers, editing machines, splicers).

Cel animation, in short, is a complex, demanding, and expensive form of animation. Ithas also produced many of the
finest examples of the animator’s art.



By the 1960s, rising production costs curtailed most large-scale cel animations, and other forms of commercial
animation were experiencing similar pressures. The computer dramatically impro ved the prospects for animation by
placing new tools in the hands of an ever-wider audience of creative animators.

9.5 Digital Animation

Digital animation takestwo different forms: two-dimensional and three-dimensional. Two-dimensional (2-D) digital
animation evolved fromtraditional techniques, particularly cel animation. Three-dimensional (3-D) digital animation
exploited capabilities unique to the computer to produce an entirely new form of animation.

2-D Animation

Developers can produce simple 2-D digital animations by mimicking basic traditional techniques such as the
flipbook. Animated GIFs consist of a series of individual GIF images that are rapidly displayed in sequence. Simple
software lets animatorsinsert or delete images, vary the rate of display, stop or loop the animation, and so on.

Other forms of traditional animation also have digital counterparts. Cutout animation uses figures cut from paper or
other flat material. These are often made up of separate parts, such as arms or legs that can be positioned differently to
produce the various states of motion needed for the animation. Producing the figures, manipulating their parts, and
photographing each setup are time-consuming tasks. Digital paint and draw programs can be used to create and
modify cutouts much more rapidly and with greater control of detail. Animation programs can then be used to quickly
import these images, arrange them on a timeline, set timing and transitions, and produce the final animation as a
digital movie.

Rotoscopingwas also transformed by digital techniques. Rotoscopingis the process of producing an animated
sequence by tracing the individual frames of a film or video. This can be especially effective for animating complex
motions, such as the twisting and turning of people dancing. Traditionally, the filmed dance would be projected one
frame at a time to a surface on which an artist could trace the outlines of the dancers. The sequence of tracings
captured the pattern of motionand the tracings themselves could then be developed by the artist to fit the subject and
mood of the animation. Rotoscoping waslabor-intensive and required specialized equipment usually available only at
larger production studios. The computer makes rotoscoping a practical tool, available to virtually any animator. Film
or video is simply converted to digital form or shot with digital cameras. Individual frames are then imported to
image-editing programs such as Photoshop that allow the artist to add a transparent layer and trace the desired parts
ofthe scene. The original image layeris deleted, leaving behind the traced layer. This canbe further developed and
saved as an animation frame. The individual frames are then imported to an animation or video programsuch as After
Effects or Premiere where they are sequenced and edited.

More complex productions can be created using 2-D animation software that mirrors many of the elements of
traditional cel animation. Animations are composed of a series of individual frameslike the film frames used to
present a cel animation, the frames are synchronized to one or more sound tracks, graphic elements can be placed on
differentlayers corresponding to traditional cels, major changes in scenes are designated as key frames, and the
illusion of motion is created by producing a series of tweens based on key frames.

Digital animation programs such as Flash or Director present frames as a horizontal row of small rectanglesin a
window called a timeline.Developers can easily move to different frames by clicking on a frame or by using simple
controls similar to those on VCR or DVD players. The contents of the frame are displayed in another window where
they can be edited. The timeline makes it possible to precisely control each frame of the animation.

A framein a digital animation may be composed of multiple layers, just as a frame in a cel animation may be
composed of several transparent sheets of “celluloid.” Asin cel animation, layers have a stacking order. The lowest
layeris used for background elements, those images that remain the same as others are changed to produce the
appearance of motion. Animators can easily change the order oflayers. And unlike traditional animation, thereis no
need for precise registration devices to maintain alignment or different paints for different cel layers to compensate for
the effects of opacity.

The key frames and tweens of traditional cel animation are also important components of digital animation. The
creation of frames s facilitated by another digital variant of a traditional technique, onionskinning. Here the computer
imitates the process of using one drawing as a reference for anew image by creating a faint image of the original on
one layer and allowing the animator to draw on a second, higher layer. Animators can produce each successive frame
manually. Thisis known as frame-by-frame animation, atechnique that provides complete control over frame
content, but is also very time consuming.

Tween Animation A powerful alternative to the frame-by-frame approach is tween animation. In tween
animation, the animator creates the key frames and the computer automatically produces the tweens. There are
several different types of tweens. A simple motion tween canbe used to move an object from one position to



another. The first key frame places the objectin one position and the second placesit in another. The programthen
fills in the intervening frames (Figure 9.5). Tweeningis also used to produce path-based animation: the animator
draws a path from one key frame to another and the computer fills in the intervening images, spaced out along the
path, to produce the desired motion (Figure 9.6).

Figure 9.5 Motion tween defined in the timeline using Flash MX.

Tweeningis also used to animate other properties of objects. One common example is morphing, also known as shape
tweening. In morphing, the shape of one image is gradually modified until it changes into another shape. The image
of a child might be morphed to that of an adult or a drawing of a pen might be morphed to a rocket ship. The key
framesin this case are the two images and, again, the animation program creates the tweens, the sequence of frames
over which the program gradually alters the shape of the object, little by little, to complete a transition from one to the
other (Figure 9.7). Animators can control the way in which objects change by specifying the points of the beginning
and ending images that should correspond. These are called hints. Setting hints for eyes, ears, nose, and mouth, for
example, creates a morph focused on those parts of a face.
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Figure 9.6 Motion guidesin Flash determine the location of each animated object.

Figure 9.7 Shapetweening, or morphing, in Flash MX. Theletter Fgradually changes into a fish.

Objects can also be readily enlarged or reduced on stage by size tweening. Here the first key frame is the object at its
initial size and the second s the final size. Color and transparency canbe animated using key frames representing
initial and final image properties using alpha tweening. A flesh tone, for example, can gradually blend to a red to
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produce a blushing cartoon character. The opacity of two images can be adjusted to transition from one to another
with the first fading as the second becomes more opaque (Figure 9.8).

Other traditional animation tasks, such as the drawing and painting of images, are also completed more easily using
the computer. Animation programs contain image-editing tools, usually organized in floating windows,
or palettes. These allowanimators to create new graphic objects or edit imported graphics.

Animation development is supported by a number of other tools: palettes for precisely placing and aligning objects on
screen; texttoolsto select fonts, styles, colors, kerning, and leading; basic sound control such as fades, enveloping,
looping, and synchronization; and a number of tools and strategiesto supportinteractivity.

Figure 9.8 Alphatween altersthe opacity of two bitmap images over the timeline in Flash MX.

Programmed Animation Applications such as Flash and Director are powerful digital versions of traditional tools
and techniques. These allow animators to work with familiar metaphors such as key frames and tweens. Relatively
little knowledge of computer languages or proceduresisrequired to produce an animation using these techniques.

Programmed, or procedural, animationis a different approach. In programmed animation, animatorswrite
commands and the computer generates the animation. Thisrequires knowledge of programming languages and the
mathematical techniques required to specify patterns of movement as well as the other changes (size, shape, color,

etc.)that occurin the animation.

Programmed Animation in Flash

The following script is a simple example of rotating an object through programming, rather than tweening:
OnClipEvent (enterFrame) {_rotation+= 9}

Programmed animation has several advantages. Files sizes are smaller because much of the animation consists of
commands, rather than a series of images. Thisreduces storage, bandwidth, and processor requirements. As aresult,
programmed animations load and play more quickly, allowing them to be used on a wider range of computers and
networks.

Another advantage is the relative ease with which different versions of an animation can be created. For instance, if an
animation requires a large flock of birds, a single bird can be animated procedurally. The animator can then create
different birds by simply altering the parameters governing direction, speed, wing motion, and so on.

Programmed animation also supports more complex forms of interactivity. In computer games, developers often
provide users with a wide range of choices. Programmed animation allows the developer to specify the content of the
animation that the computer will create based on the user’s actions. The animation is then generated “onthe fly.”

Animation software may support both tweening and programmed animation. The scriptinglanguages (ActionScript,
Lingo) in Flash and Director, forinstance, canbe used to produce programmed animations. Once a programmed
animation is created, it can be used alone orin combination with tweened animations.

The computer provides flexible, novel animation possibilities through programming and it transformed traditional 2 -
D animation techniques such as cel animation, cutouts, and rotoscoping. Ithad an even greater impact on 3-D
animation.
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3-D Animation

Traditional 3-D animations are created with sequences of photographs of three-dimensional objects such as clay
figures, puppets, toys, models, and people. The animator sets up one scene, photographsit, makes changesto the
figures to be animated, takes another photograph, and so on until the animated sequence has been completed. Thisis
a time-consuming process requiring painstaking attention to the positions of the animated objects as well as careful
control of camera angles and lighting.

The earliest applications of the computer to 3-D animation simply facilitated traditional approaches. For example,
specially designed and programmed computers were used to precisely control the motion of cameras across a stage
area. The computer allowed operators to shoot each frame, reposition objects, and shoot the next frame from a new
position. When the frames were projected, the motion of the camera would appear perfectly smooth because of the
precise positional control provided by the computer.

As the graphicsrendering capabilities of computers improved, their role in 3-D animation changed. Now computers
could be used to create convincing representations of three-dimensional objects themselves and then set them in
motion. This eliminated the need for elaborately built stages and models and soon led to the creation of novel
animations that could not be produced using traditional techniques. This new form of 3-D animation involvesthree
major, interrelated tasks: creating objects and scenes, defining motions, and rendering.

Creating Objects and Scenes Animators create their objects and scenes in much the same ways as 3-D graphics
artists do—through modeling, surface definition, andscene composition. Modeling defines the shapes of objects using
techniques such as polygons, splines, and metaballs (see Chapter 6). Surfaces are defined by specifying materials
(glass, metal, wood, etc.), applying image and bump maps, and establishing properties such as opacity and reflectivity.
Animators compose scenes by placing objects and defining camera angles, lighting, and environmental effects.

Defining Motions The second major task in 3-D animation is to define motions. The elementsofa 3-D animation
include the objects and sounds viewers will experience as well as the cameras and lights used by the animator to define
the finished product. Virtually all of these elements can be set in motion. Cameras canmove in and out of a scene as if
they were on tracks or booms, lights can follow characters and, of course, the characters themselves canbe
transformed in all the ways established by the animation tradition. Stretch and squash, ease-in and ease-out,
exaggeration and anticipation—all these traditional manipulations and more remain directly relevantto 3-D
animation.

Asin 2-D animation, 3-D developersuse key frames to designate major changes in an animation with intervening
frames produced by the computer. The movements captured inkey frames can be created in several different ways.
Models can be placed at different points in a scene to define a path that is then completed through computer tweening.
Similarly, shapes, colors, transparency, and texture can be changed using key frames and tweens. The most complex
motions typically involve models of humans and animals. Here it is necessary to manipulate individual body partsto
achieve realistic motion. Motion capture, forward kinematics, and inverse kinematics are three of the major
techniques used to animate animals and humans.

Motion capture, also known as performance animation, is the technique of recording the motions of actual objects,
such as human or animal bodies, and mapping these motions to a computer-generated animated character. The
“performers” are equipped with sensors to track the motion of various body parts as they create the actions to be
animated. Thisinformationis transmitted to the computer and processed to produce the corresponding motionin the
animated character onscreen. In this way animation producers and performers can see the results of the performance
and immediately make any necessary adjustments. Performance animationis often used to capture complex natural
motions that would be difficult to create using other techniques. The technique has been used to reproduce the
movements of highly realistic “virtual actors” and “virtual models” that are intended to be indistinguishable fromreal
humans. In other cases, the results of performance animation are deliberately modified to be less realistic to fit the
style of a specific production.

Kinematicsis the study of the motion of bodies or systems of bodies. Animals are systems of body parts. The motion
of one part, such as a knee, producesrelated motionsin others—thigh, shin, and foot. In forward kinematics,
objects are modeled as collections of separate elements that can be individually adjusted by the animator. To begin a
walking motion, the animator might slightly rotate the hips, move the thigh forward, rotate the knee, move the shin
back, and slightly arch the foot. These adjustments canbe made in different key frames with the smooth, finished walk
produced by the computer through tweening. Forward kinematicsis relatively simple to implement. The models are
easily defined and computer processingis kept to a minimum. The quality of the finished product depends on the skill
of the animator, however, and the process can be quite time consuming.

Inverse kinematics(IK)is the process whereby the motion of one body part producesrelated motionsin other body
parts. Thisallows the animator to move one object—afoot, for instance—and have the computer carry out the motions
ofrelated body elements—shin, knee, thigh, hips, and so on. The “legal” range of motion of each of these elements is
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predefined: a foot cannot revolve 360 degrees nor cana leg be bent forward past its straight position at the knee.
Inverse kinematics greatly simplifies the work of animators and helps ensure consistent, realistic motions.

IK presupposes basic anatomical knowledge and an elementary skeletal or bone system for the animated character.
Thetrendin advanced 3-D productionsis to extend the power of IK by incorporating more and more anatomical
knowledge in the animation software. For example, DreamWorks created a programto simulate the interrelated
motions of muscles. It was first used to create realistic facial expressions and was subsequently extended to the whole
body for the major charactersin the animated film,Shrek. The program, which they called a “shaper,” simulated not
only bones and joints but also underlying muscle and flesh. An arm movement shifts related bones and also produces
the motions of the biceps and other muscles. These movements are then carried through to subtle motions of skin or
clothing, thus producinga very realistic animation.

Inverse kinematics requires careful planning and innovative programming. It also demands far more computer
processing than forward kinematics. But IK has the potential to powerfully augment the work of animators by
providing them with tools to quickly reproduce natural patterns of motion. Another technique to automate the
animation of objects takes advantage of the computer’s ability to model physical laws.

Animating with physics specifies motions based on the properties of objects and the laws of physics. Instead of the
animator tryingto envision the changes that gravity would produce onthe path of a baseball, the animation program
directly producesthe ball’s motion by calculating the forces acting on it. The animator simply specifies the direction
and force of the hit (Figure 9.9). Similarly, the animation program can calculate the bounce of different objects based
on what they are made of (rubber, glass, lead, etc.), the forces acting on them, and the composition of the object they
strike. Eventually, a 3-D animation program may automatically create virtually any form of interaction: a glass
shattering against the floor, a basketball rebounding from a hoop, a fighter recoiling from a punch—all based on
preprogrammed physical principles. These and other refinements, such as IK, free animators from some of the more
laborious aspects of 3-D animation, allowing them to concentrate on creating engaging characters and stories.

Figure 9.9 Applyinga force in Carrara. The arrow indicates the direction of the force. The object automatically follows a trajectory based on its
propertiesand the force. See Color Plate 26.

Rendering Asin static 3-D graphics, rendering is the final step used to produce the frames ofa 3-D

animation. Rendering creates the final animation frames by applying the modeling, surface definition, scene
composition, and motion specifications created by the animator. An animation may be either prerendered or
rendered in real time,“onthe fly.” The former approachis appropriate for applications with little or no interactivity,
such as animated films. The latter is essential for highly interactive animations such as video games because the final
form of the animation depends on the user’s choices.

Prerendering of an animated feature film such as Toy Story or The Polar Express requires enormous processing
resources. Each of the film’s many thousands of individual frames is a high-resolution bitmapped image. The
individual pixels that make up these images are defined by complex calculations carried out by the computer to
implement the object properties, lighting, camera angles, and motions specified by animators. To render Toy

Story, the first fully digital feature-length animated film, Pixar Animationused a “rendering farm,” a network of 117
workstations, each with at least two processors. The task required 800,000 computer hours (a single computer would
havetaken 43 yearsto complete this task).

Theluxuries of rendering farms and weeks of rendering time are not available for video games and other highly
interactive 3-D animations. In these cases the computer must produce the animation immediately. More-powerful
computers and specialized play stations with powerful graphics-processing capabilities are part of the solution to this
challenge. Simplifying the animations themselves by creating objects withlow polygon counts and minimizing the use
of complex textures and shading is also important. The animated objects of a video game are usually created through
programming languages such as C++ and then rendered in real time by rendering routines provided through Direct3D
or OpenGL.
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OpenGL and Direct3D

OpenGL and Direct3Dare APIs, Application Programming Interfaces. OpenGL is a widely implemented cross-
platform API, whereas Direct3Dis a Microsoft standard for Windows PCs.

APIsspecify standard definitions and functions that can be implemented by a range of software and hardware. For
instance, OpenGL provides functionsto draw 3-D objects from primitives, apply textures, set camera angles and
lighting, and render scenes in real time. Programmers can use these functions with all OpenGL compliant hardware
and software. This simplifies application development and also encourages rapid adoption of new devicessuch as
improved video cards.

9.6 Animation Tips and Guidelines

Animation covers an extremely wide range of productions fromthe very simple, such as spinning logos that can be
produced quickly by individuals, to complex feature-length films that require years of coordinated effort by hundreds
of artists and technicians. Nonetheless, many of the guidelines appropriate to larger productions are also useful for
individuals and small teams. Animation typically requires greater computational resources than static media such as
text, drawings, or photos, and the process can easily become expensive and unwieldy without careful planning.

1.Don’t forget the learning curve! Animation programs are typically more difficult to master than other media-
specific software.

2. Design for delivery. Complex animations rapidly consume bandwidth and processing. Be sure your animation
can reachits intended audience. T o minimize animation file size:

= Usesimple backgrounds.

= Simplify and limit the number of objects.

= Limit the number of lights and the use of reflections and transparencies.

m Experiment with different rendering options to pick the best combination of file size and quality.
m Be sure to preserve anoriginal uncompressed file.

3. Consider clip animation. Anappropriate animation may be available at little or no cost.

4.Consult the tradition. The staples of the animator’s art will often ease the development process and enlivena
digital production. Consider:

= Cycles.

Holds.

Shootingon twos.

Tweening—motion, size, color, shape.

Stretch & squash.

Ease in & ease out.

m Overshoot & overlapping motion.



9.7 Summary

The dramatic accomplishments of digital animation are based on a rich animation tradition, a powerful new set of
digital tools, and, above all, the creativity of a new generation of writers, producers, animators, and programmers. The
“universal machine” plays a twofold role in their work.

On the one hand, computers serve asvery efficient assistantsin the animation process. Inthe hands of skilled
developers, digital versions of traditional tools for creating, editing, and combining media save time and money. On
the other, the computer has extended itsrole, becoming not simply a toolbut also a virtual partner in the creative
process. The key to this transformationlies in the computer’s universality —its ability to embody any form of
knowledge and intelligence that we can either define ourselves or find a means of empowering the machine to define
foritself.

The practical effects of machine intelligence are already evident in 3-D animation techniques. We have seen them in
advanced forms of rendering and in the variety of algorithms used to produce natural motions and behaviors. Here the
computer creates scenes that animators simply could not know how to create on their own. New animation software
will incorporate increasing amounts of knowledge and intelligence, allowing animators to express an unprecedented
range of experience from the hyperrealistic world of virtual humans to otherworldly forms limited only by their
imaginations. Together, advanced computers and talented animators will ensure that digital animation remains the
cutting-edge frontier of modern multimedia for some time to come.

Key Terms

Alpha tweening
Animating with physics
Cel

Cycle
Ease-in/Ease-out
Flipbook

Forward kinematics
Frame-by-frame animation
Holds

Inverse kinematics
Key frame
Kinematics

Leica reel

Morphing

Motion capture
Motiontween
Onionskinning
Path-based animation
Pencil test
Persistence of vision
Programmed animation
Rendering
Rotoscoping
Scratchtrack
Shooting on twos

Size tweening
Storyboard
Stretch/Squash
Timeline

Tween animation
Tweens
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Review Questions

What is persistence of vision? How is it related to animation?

. What basic elements of animation are illustrated in a simple flipbook of images?

. What were the advantages of film for traditional animation?

. What is a key frame? How did it improve the efficiency of developing traditional animation?

. Why was celluloid significant in the development of traditional animations?

. What is onionskinning?

. What is a storyboard?

. Whatis a pencil test?

. What is a scratchtrack?

. What are animated GIFs? In what way are they similar to a flipbook animation?

. Describe the process of rotoscoping. Howis it used in 2-D animation?

12. What are the features of 2-D animation software that mimic traditional animation?

13. What is the difference between frame-by-frame animation and tween animation sequences?
14. What is morphing?

15. How do program commands generate animation?

16. What are the advantages of programmed animations?

17. Describe the process of motion capture for creating 3-D animation.

18. When is performance animation frequently used for 3-D animation?

19. What is kinematics? What is the difference between forward and inverse kinematics?

20. Identify and explain which form of kinematics requires more computer-processing power.
21. What are the advantages of animating with physics?

22, Whatis prerendering and when is it used?

23. Why is real-time rendering often found in computer video games?

24. Identify and explain two guidelines that will be important to followif youneed to create an animated web logo for
a client’s website.

25. Identify and explaintwo guidelines that will be important to followif youneed to develop acomputer -animated
children’s fable.
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Discussion Questions

. Identify the major challenge of traditional animation and explain three methodsto overcome that challenge.

. Identify therole of the storyboard, pencil test, and scratch track in developing a traditional animation.

. Why is cel animation described as a “complex, demanding, and expensive form of animation”?

. What specific efficiencies did animation software introduce to the 2-D traditional animation process?

. Identify and explain four types of tweening found in typical 2-D animation software applications.

. In what ways do the power of new computers alter the development of 3-D animation?

7. Research and explain how claymation animation is produced. Is this an example of computerized animation or not?
Explain.

8. Ifyoutrain as a 3-D digital artist, would you have the necessary skills to become a 3-D digital animator? Explain
your response.

9. List the steps for creating 3-D animation and identify the main purpose of each.

10. Would a 3-D animator prefer to use forward or inverse kinematics to develop an animated sequence of a school of
dolphins? Explainyour answer.

11. Identify a current animation sequence froma movie, TV, or website and analyze how you think the developer may
have created it. Refer to specific techniques for computer animation.

12. Video games are a major product in the entertainment market. Based on your knowledge of animation, what
techniques might an animator use to make sure the gaming animations remain current, flexible, and responsive to the
player?

13. Why do the authors suggest that computer animation is the “pinnacle of modern multimedia”? Do you agree with
this assessment or not? Explain.
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Authoring

Topicsyouwill explore include:

B Approachesto Authoring

B Authoring Metaphors

m Card

m Icon

m Timeline

B Authoring Process

m Application Design

m Importing and Creating Media

m Editing Content

m Integratingand Synchronizing Media
m Establishing Navigation Structure

m Adding Programming Components

m Database Support

m Previewing, Testing, and Debugging Applications
m Project Delivery

B Choosingan Authoring Application



In the last five chapters we've explored the tools and techniques for creating and editing text, graphics, sound, video,
and animation. Powerful media-specific softwareallows developers to work with each of these media with ever-
increasing ease and sophistication. Inthis chapter we consider the waysin which developersintegrate different media
elements to produce a completed multimedia application. There are two major approachesto this final stage of
multimedia development: programmingand authoring.

In programming, a developer uses a programming language, such as Visual Basic or C++, to directly specify the
many ways in which media are presented and user interactions are carried out. Programmingis extremely powerful
because it provides the developer with precise control over every aspect of the application; but this power comes at a
price. Programming requires a thorough command of the programming language and it is also time consuming. This
limits application development to a relatively small number of specialists. T o make multimedia development a
practical possibility for awide range of people, another approach was needed.

This alternative approachis called authoring. Authoringis the process of integrating and presenting media elements
using software called authoring applicationsspecially designed for this function. Authoring applications allow
developersto concentrate onthe appearance and functionality of their creations by automatically generating the
specific instructions a computer executes to present a multimedia product. In effect, the computer becomes its own
programmer by creating the code to implement the decisions of the developer. Authoring opened multimedia
development to the vast majority of computer users, allowing virtually anyone to participate in this new
communication medium. The result was a proliferation of multimedia products of all kinds, fromsslide presentations
to advertisements, games, films, encyclopedias, tutorials, interactive novels, simulations, and more. In this chapter we
consider the tools and strategies of multimedia authoring. After completingthis chapter, youshould understand:

B The meaning and advantages of authoring
B The functions and major types of authoring applications
B The major tasks in the authoring process

B Basic criteriafor selecting an authoring application

10.1 Authoring Applications

Thetoolsof a traditional author include pens, typewriters, and word processors. The central tool of the multimedia
authoris called an authoring application. Anauthoring applicationis software specially designed for the creation
of multimedia projects. Authoring applications are used to assemble media elements, synchronize content, design the
user interface, and provide user interactivity. As noted previously, each of these tasks can also be accomplished
through programming languages, but programming requires mastery of the specific commands and syntax of the
language and is often very time consuming. Authoring software, by contrast, allows a developer to focus on the design,
interactivity, and performance of the project rather than code syntax.

An example of the advantages of authoring over programming can be seen in the creation of multimedia web pages.
Websites are developed by writing individual HT ML programming codes for each element on the page. Text
properties, image locations, and page properties are defined within the code. Web authoring tools such as Fusion,
SeaMonkey, Dreamweaver, or Kompozer on the other hand, automatically generate HT MLcode based on the choices
made by developers as they type text, dragand drop images, and define interactions through simple menu choices.
This allows developers to work more rapidly and to concentrate more directly on project design.

Authoring Metaphors

Authoring applications are grouped around three different metaphors: card, icon, and timeline. A metaphoris a
comparison of one thing (usually familiar) to another (usually new or unfamiliar) to enhance understanding. Macs and
PCs use the metaphors of desktops, folders, and trash cans to help users understand how to operate a computer.
Authoring metaphorshelp orient developersto howthe software organizes media elements, sequences events, and
presentsa final multimedia project.

Card Metaphor Authoringtoolsbased on the card metaphor are the most intuitive and simplest to use. Media
contentis organized in sequential order on a stack of cards, much like a Rolodex; as a collection of slides, like a slide
show; or as a sequence of pages, as in a book. HyperCard, developed by Apple Computerin 1987, was the first
authoring application to use the card metaphor (Figure 10.1). Current authoring applications such as ToolBook and
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SuperCard derive much of their operating environment from HyperCard. Presentation applications such as Microsoft
PowerPoint and Apple Keynote organize media as sequences of individual screens called slides.

The card metaphoris most appropriate for projects using static media, such as text orimages, and for content that is
normally experienced in sequence, one screen display at a time. Playback of these applications proceeds from one
screen to the next, unless the developer includes navigation objects such as hyperlinks, menus, or buttonsto change
the order of presentation.

o L.

Figure10.1 HyperCard—An early authoring program

Cards havetwo layers. The background layer contains elements that are shared, such as navigation buttons or
background images. The foreground layer contains content specific to that card (Figure 10.2). There are three main
advantagesto dividing content by layers. Development time is saved because the content for backgrounds s created
once and repeated for multiple cards. A unified, consistent design is easier to achieve because the common
background layer hasthe same appearance and organization each time it appears. Finally, file sizes are minimized by
the use of common background layers because media elements do not need to be duplicated for each card.

=
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Figure10.2 These slides from a PowerPoint presentation contain two layers. Text and im agesare placed on the foreground layer of each slide. The
backgroundlayer design is repeated for all slides. Slides are viewed in linear sequence.

Icon Metaphor Authoringtoolsbased on the icon metaphor organize media content and interactivityona
flowline. A flowline is a graphical representation of the relationships between the components of a multimedia
application. In authoring, icons are graphic symbols that define media (a textbox, animage, sound, video) as well as
different forms of interactivity (menu choices, buttons, user responses). Eachicon is dragged onto the flowline to
create the structure of the application. The project can be segmented into separate flowlines and single icons or whole
flowline segments canbe rearranged using simple “Drag and Drop” procedures. Flowlines allow developers to quickly
visualize and adjust the structure of an application, making them ideal for the organization of branching applications
such as the lessons of multimedia tutorials.

Each icon has a dialogue box with properties and parameters that the developer specifies. Sophisticated branching
routines are easily defined with “Decision” and “Interaction” icons. Complex, sophisticated applications can be built
using the visual programming techniques of icon-based applications, such as Authorware, without requiring the
developer to master the complexities of specialized programming languages (Figure 10.3).
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Figure10.3 This Authorware flowline organizes the events in a logical sequence. It also groups other flowlinesinto maps. Menu options give the
user accessto different segments of the flowline.

Timeline Metaphor The timeline metaphor organizes media content and interactivity as sequences

of frames much like the frames of traditional films and animations. Media elements are firstimported into

a library or cast window. They canthenbe used repeatedly in many different frames without significantly increasing
file size. Each frame can have multiple layers. Layers define the stacking order of the media. A graphic that is shared
by several framesis placed on the bottomlayerto create abackground. Other media intended to appear in front of the
background are placed in higher layers. Sounds play in a separate layer and extend over multiple frames. Transitions
can be applied to a sequence of framesto fade items in or out of the viewing area. The timeline controls the
presentation of events and interactivity. As theplayhead moves across the timeline, individual frames appear on the
screen. The rate of playback, in frames per second (fps), can be regulated, and navigation menus or buttons can be
placedin a frame to alter the flow of the playhead on the timeline (Figure 10.4).

The timeline metaphor is especially appropriate for dynamic media, such as video and sound, which change over time.
Timeline applications, such as Director and Flash, are powerful authoring toolsthat allow developers to precisely
synchronize the elements of animation sequences based on fractions of seconds. They are also more difficult tolearn
and are usually chosen only when animation or video is the dominant element in a multimedia project.
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Figure10.4 Thistimeline from Flash shows media organized in frames. Frame 1 ison e instance of the display sequence. Each frame has 14 layers.
Twolayers havea special purpose: onelayer contains program codeto control the playback sequence and thetop layer containssound tracks
sy nchronized to each frame. The playhead, the rectangle at the top, iscurrently on frame 21. See Color Plate 27.

10.2 The Authoring Process

Multimedia authoring involves a series of interrelated tasks. Developers design the application. They import or create,
and edit various media elements. They integrateand synchronize media. They establish navigation structure and they
may program more-sophisticated user interactions. They may also add database support. Theypreview, test,

and debug their applications. Finally, they prepare (or publish) their products for delivery. Just as authoring
applications differ in terms of their basic metaphors, they also vary in their capabilities to perform these essential
tasks.
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Application Design

Authoring software may include a number of features to support the design process. Presentation programs, such as
PowerPoint, usually provide an outline viewin which authors can organize the basic structure of a presentation. More
complex multimedia projects often make use of storyboards. A storyboard is a series of sketches of screens used to
guide the development process. Storyboardsincludelayouts of screen elements such as media and navigation controls
as well as directions to guide the work of animators, programmers, and other members of the development team.

Authoring applications with good support for design can speed the development process be cause it is usually easier to
build an application froma design created in the same program.

Importing Content

Multimedia content is frequently created in media-specific applications such as paint or draw programs that use their
own (“proprietary”) file formats. Media content can also be purchased in a variety of formats from clip library sources.
To make use of these different forms of media, authoring applications can usually import several different file formats.
Notall formats are supported by all authoring applications, however. For example, images in .psd (Photoshop) format
or sounds saved as MIDI files may not be directly supported by the authoring application. Such files can usually be
converted to supported formats such as TIFF for .psd files or QuickTime for MIDI, but this adds another step to the
development process.

Creating and Editing Content

Media-specific applications have powerful tools optimized for the tasks each performs. The development process
would be very inefficient, however, if every element of a multimedia application had to be created and edited in
different, specialized applications. For this reason, all authoring applications include some media creation and editing
capability. For example, all applications have toolsto enter text either as a graphic or in editable text form. Text
contentis often easier to create and edit within the authoring application when the supporting media are visible on
screen. Adjustments to font size, color, and style are also easier to make within the authoring environment.

Many authoring programs also include basic image- and sound-editing capabilities. This makes it possible to quickly
create graphics for buttons, make simple adjustments to imported images, or shorten sounds. The power and
flexibility of these tools varies widely from product to product. PowerPoint includes a basic draw program while the
capability of Flash draw tools is more advanced. Similarly, the paint capabilities of Authorware or SuperCard are less
powerful than those of Director.

Media Integration, Synchronization, and Playback

Once the content is developed, authoring software is used to integrate and synchronize various media elements and
determine the order in which they are played for a user. Techniques for media integration vary with authoring
metaphor. Media may be placed on a card surface, represented as an iconand dragged to a flowline, or selected froma
library or cast window and placed on a timeline. The position and order of objects may be determined by placement in
layers.

Synchronization s critical for dynamic media. Sounds, animations, and transitions must be timed to present a
coordinated and unified flow of information. Authoring tools approach synchronization in various ways. Objects can
be held on screen for specific times (20 seconds) or paused on screen until another event occurssuch as the end of a
sound segment. In these cases, timing properties are assigned to the objects themselves. More complex
synchronizationis done on timelines. Media objects are placed on the timeline to play for a specified number of
frames. In similar fashion, an animation can be synchronized to a sound track by placing each on a different layer ofa
common sequence of frames.

Variationsin computer processor speeds, access times for storage devices such as hard drives or optical discs, and
network transmission rates make synchronization particularly important for multimedia developers. Dynamic data
such as video places high demands on computer systems. Less powerful, slower systems often cannot process the
information rapidly enough to maintain smooth motionand consistent sound. Ananimation with a high frame rate
created on a fast processor may slowto a crawl on less capable systems or not play at all. To ensure adequate
performance on different systems, authoring applications optimized for dynamic media often have optionsto
synchronize media automatically. Timing controls can be applied to various media components or the final project
may be defined with parametersto drop out images to keep up with sound playback.



Establishing Navigation Structure

Authoringtoolsare also used to determine the order in which content is presented to the user, which is known as
playback. Playbackis determined by navigation structure. There are four basic navigation structures: linear,
hierarchical, networked, and conditional.

The simplest form of navigation is linear or sequential. Screens are viewed one after the other, much like the pages of
abook. Linear navigationis appropriate whenever informationisbest presented as an unvarying sequence, suchas a
recipe for baking a cake. Some authoring applications, such as PowerPoint, are particularly well suited to linear
navigation. While other navigational structures canbe created in PowerPoint, the normal flow of informationis from
one slide to the next as a user clicks a mouse.

A second navigation structure is hierarchical. Navigation starts at the top with the most general topic and filters
down to more specific options. Authoring software is used to structure menu options or create other forms of
hierarchical navigation such as image maps. An image map is a graphic with “hot spots” where a user can click to
navigate to a particular topic. For example, a state tourist map might include the countiesas hotspots. Clickingon a
particular county leadsto a description of tourist attractions in that region.

Networked is the third common navigational structure. A networked structure allows users to explore more freely by
replacing sequences or hierarchies with a variety of user options. One common form of a networked structureis the
hyperlink. Hyperlinks are connections between two data items, for instance, between the title of a painting and a
photo of the painting. A single website may be organized in a hierarchical structure of web pages by the author, but the
hyperlinks within each page cansend the useron a “web” of exploration with no prescribed path (Figure 10.5).

Finally, navigation structures may be conditional. Access to information is contingent on the user’s responses or
progressin the application. A specific project may require that certain conditions be met before the user proceedsto
the next step. A multimedia tutorial on video editing, for example, may prevent users from jumping to the last chapter
if they haven’t completed the previous sections. In these cases, programming code specifies conditional navigation.

Networked Navigation

Linear Navigation \ L l /

l' Hierarchical Navigation

| Vi S

Figure10.5 Navigation structures.

Navigation controlis an important consideration for developers. It governs howthe content is structured and controls
the playback sequence. Multimedia developers plan navigation structures as part of the design process and they
choose authoring applications based in part on how well they support navigation.


https://www.safaribooksonline.com/library/view/an-introduction-to/9781449688394/ch10.xhtml#ch10fig5

Programming

All authoring applications can create basic navigation structures as well as other simple interactions, such as playinga
sound or video. Applications such as PowerPoint use a series of dialogue boxes to specify the actions of screen buttons,
add hyperlinked terms, and create simple forms of animation.

These simple interactions are adequate for basic multimedia presentations but more complex projects require more
flexibility and control. Projects with extensive interactivity, such as tutorials and games, or customized routines, such
as a calculator or astopwatch, require authoring applications with programming capability.

Programming in authoring applicationsis either script or iconbased. A script is a series of commands specifying the
properties or behavior of a specific elementin a multimedia application. A button script may cause the buttonto
change appearance or produce the sound of a click when a mouse button is depressed. Scripts are a form ofhigh-level
programming language because they use English-like phrasing to write commands. Script commands

are interpreted; that is, they are translated to machine language and executed one at a time. This makes it easier for
developersto testand debug their scripts.

Some scripting languages exist only within an authoring environment. Lingo, for example, is a language that operates
only within Director. Other scriptinglanguages, such as JavaScript, canbe written outside the authoring environment
using a commontext editor. They canthenbe embedded in multimedia projects such as web pages or Flash files.

Scripting languages add functionality to a multimedia project. The developer can program scripts to control
animations, play video, launch external applications, and control interactivity. The possibilities are limitless. The first
scriptinglanguage was HyperTalk. Introduced in 1987, it was bundled in the HyperCard authoring environment and
launched a cult of programmers writing HyperCard routines that were widely popular in the early days of multimedia
development. The scripting language used in Director, Lingo, is very similar to HyperT alk. Flash relies on
ActionScript, avariant of JavaScript, which is a language commonly used to program web page features (Table10.1).

Icon programmingis a type of visual programming. Icons are arranged in the application window and the
developer defines the parameters for the specific icon’s use. For example, a sound icon will require parameters to
define the sound’s name and the length of time it should play. The advantage of icon programming is that it does not
require knowledge of programming rules. The developer only needs to knowhow to define the parameters of eachicon
to best control the application. Authorware offers extensive control of application development using the icon
programming approach.

How Scripts Work

Scriptinglanguages are similar to object-oriented programming. Objects contain program modules that are reused,
modified, and executed based on eventsthat occur within the application.

The script consistsof a “message handler” and a series of commands that are attached to an object. The object canbe a
button, image, portion of text, ascreenor frame, or even an entire sequence of screens. Each object has the possibility
of containing a sequence of code. For example, a button may contain this script:

On MouseDown
Beep 2
Go Next

End MouseDown

When a user holds the mouse down on that button, the computer will beep twice and go to the nextscreen. The
“event,” MouseDown, launches the code stored in the button object.

Eventstrigger messages in an object-oriented environment. The event of holding down the mouse sends a message to
the system. The first object to have an appropriate handler (On MouseDown) grabs the message and executesthe
code. Ifthe button doesn’t contain an appropriate handler, the message is passed up a hierarchy of objects, each time
checking for a handler to grab the message. The hierarchy of objectsis defined within the authoring system. The
message could pass through the button, to the image, to the screen, to the background, to the project before it finds a
handler to intercept the MouseDown message.
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Database Support

Multimedia projects may require accessto a database. A database is a collection of related files that are readily
accessible. Multimedia tutorials might require a database to record the student’s name and performance onvarious
lesson segments. The questions are retrieved from one database file and the answers are recorded to another database
file. If the student returns at a later time to complete the lesson, the application will load the previousresponses and
append additional responses to the database file based on the student’s name and/or password. Authorware and
Director have specific toolsto read and write to databases.

Table 10.1 Sample Scripts

Script to play aseries of notes Script for aframe to playone of two Script for abuttonto playasound
four times whenacard opens. random sounds when the playhead when mouse is released on an object.

(HyperTalk in HyperCard) moves intoaframe onthetimeline. (ActionScriptin Flash)
(Lingo in Director)
On openCard On enterFrame On {release} {
Repeat 4 times Ifrandom(2) = 1 then mySound = new Sound ();
Play “harpsichord” tempo 150 sound playFile “ocean” mySound.attachSound (“ocean”);
“gqefgebgdg” else mysound.start;

End repeat sound playFile “wind” ¥

End openCard End if
end

Previewing, Testing, and Debugging

Previewing, testing, and debugging are important componentsin the development of more complex multimedia
projects. The elements of a project are often assembled in adevelopment mode, such as a PowerPoint outline view, a
Flash timeline, or an Authorware flowline. These approachesimprove the efficiency of multimedia creation but they do
not present screen content as it will appear in the final product. Preview controls allow developers to viewthe
application as it will appear to the user. A common technique is to provide a player controller similar to a VCR pad,
with play, rewind, and stop as commonbuttons. Activating the player allows the developer to previewscreenlayouts
and test navigation and other user interactions.

Applications that directly support programming also generally include debugging capability. A debuggeris a utility
that tracks the execution of program code to assist developersinlocating codingerrors.

Project Delivery

Todeliver aproduct to users, developers must publish their applications in a formthat will play outside the authoring
environment. There are two main delivery options for distributing a multimedia application. The firstis to store the
applicationand data remotely ona server that is accessed from a network connection. Most often these applications
are delivered through a browser on the World Wide Web. The second is to store the applicationlocally where it is
accessed fromthe user’s secondary storage device.

Remote delivery of amultimedia application has several advantages. A major benefit is the ability to easily and
frequently revise content. If the project includes information that is subject to change (such as stock prices or sports
records), thenit is best to maintain central control to make certain the user is always viewing the most recent version.
Another benefit is wide market access: with the appropriate computing device and network connection virtually
anyonein any corner of the world can use the application. Finally, remote delivery may make it possible for the
developerto track users and determine patterns of usage. This market researchis a valuable toolin adapting an
applicationto a particular audience, or updating the product based on user interactions. Given these benefits, remote
delivery of multimedia applicationsis an appealing option for many multimedia development projects.

Remote delivery does have limitations, however. Often there are bandwidth restrictions depending on the user’s
location or network service. Relying onremote delivery of a GPS application for accurate road maps could be a
problemif the online service isinterrupted or reduced to a crawl. A second disadvantage stems from variations among
browsers. Browser applications are not uniformly compatible with all computing devices or multimedia applications.



Thisadds an element of uncertainty about howthe product will appear and perform ondifferent devices and operating
systems. Most authoring applications for web-based projects contain features to ensure effective display on different
types of computing devices. These include web-safe color palettes and utilities to make font adjustments between
different platforms. Developers should consider the nature of the content and the extent of control they wish to
maintain when determining if their applicationis best delivered remotely through aserver.

The second delivery option requires the user to store the application on theirlocal computing device. The end user will
download the application or obtain the project froma secondary storage device suchas a CD or DVD drive. Use of the
product doesnot require constant connection to a network, thus eliminating the challenges of bandwidth and reliable
network access. A pilot who relies on an iPad application for aviation charts cannot afford a temporary loss of network
access when looking for a landing field. Having such an application stored locally may be critically important. This
delivery method also gives the developer the flexibility to incorporate larger data files within the application.

There are also disadvantages associated with this delivery approach. The first is platform dependency. This may
restrict the portability of the application to other devices, such as between a PC and a Mac or an iPad and a Kindle. To
reach the widest possible audience, a project created in Director, for example, is usually published twice: oncein a
format compatible with PCs and once for the Macintosh platform. Similarly, authoring applications such as Flash
Builder provide options to publish for different mobile device operating systems such as AppleiOS, Blackberry OS, or
Androids. Many other authoring applications also have the ability to adjust file characteristics and formats to be
compatible with a variety of computing platforms. Second, if the applicationis not dependent on the Web, it is difficult
to make certain that the user has the latest version, thus placing the product’s integrity in the hands of the user, who
may or may not update it in a timely manner. Finally, the developer of an application for local delivery will have
limited ability to track user demographics and patterns of use. This can be a significant disadvantage when considering
revisions or additions to the application.

Multimedia projects forlocal installations must also take into account howthe application will be played. There are
two approachesto this: provide the user with a player application as a separate program or embed the player within
the application. In the first, a separate small program called a player is used to present the multimedia applicationon
the user’s computer. Some multimedia players must be licensed for distribution with applications; othersare free.
QuickTime player, for example, often resides on a user’s computer ready to play back any multimedia applicationthat
is published in QuickTime format. Other common playersinclude Flash Player, Windows Media Player, and
RealPlayer.

The second approach to playing the application embeds or bundles a player directly in the multimedia project. Inthis
case, the playeris no longer separate; it becomes part of the applicationfile. Thisincreases application file size, but it
has the advantage of producing a stand-alone file for easy distribution. PowerPoint includes a “Package for CD” feature
that embeds the PowerPoint Viewer into the presentation. Users do not have to own PowerPoint to viewthe file nor do
they need a separate player, the application stands alone. Similarly, a project created in Flash may be published as a
stand-alone projector file. This embeds the Flash Player, producing an application that will play without the use of a

browser.
10.3 Choosing an Authoring Application

No single authoring toolis suitable for all multimedia projects. Multimedia developers select authoring applications by
matching the requirements of specific projects to the features available in a given authoring product. The following
guidelines identify some of the major considerationsinthis process.

1. Consider the subject. Is the content mainly static (not changing over time, such as photos or text) or dynamic
(sound, animation, video)? Card-based applications will be easier to use and very effective for most static content.
Dynamic media may require timeline-based applications.

Will the content require specialized features? If so, these should be directly matched to capabilities of the authoring
application. For instance:

m Capturing, storing, and retrieving user responses.
m Extensive hyperlinks.
= External database support.

2. Consider the media. Are the file formats of the graphics, audio, animations, and video for the project directly
supported in the authoring application? If not, can they be readily converted?

3. Consider delivery.Where will the application be used?



m Desktop applications are often delivered on CD-ROMs or DVD-ROMs with high storage capacities. This permits
ready delivery of large, media-rich projects developed in applications such as Director.

m Network delivery oftenrequires applications optimized for small file sizes, such as Flash.

4.Consider maintenance.

m Isthe application widely used and supported? If so, expertise is more likely to be available for future revision.
= Will the project require frequent updates? If so, choose an application that simplifies this process.

m Some applications store individual media once, referencing each with an alias for repeated use. Changing an
element such as a logo may mean simply replacing one graphic with a new one—all the references to that one image
are automatically updated.

m Some applications can import external files at the time of playback. Updating the application may be as easy as
replacing one of the files. Thisis particularly useful in projects that rely on timely data such as catalogs or

advertisements.

10.4 Summary

Authoring applications are used to assemble and synchronize media elements, develop the user interface, and provide

interactivity. Authoring applications are based on different development metaphors. One readily grasped metaphor
organizes the content on a sequence of cards, pages, or slides. An icon metaphor organizes media on a flowline, and

the timeline metaphor presents the content in a sequence of frames with multiple layers of media elements. Authoring

applications have a range of tools for importing, creating, and editing media elements. In addition, many applications
support some form of programming to control navigation, playback, and interaction with the media. Because these
applicationsvary in their features and uses, multimedia developers may employ different authoring products for
different projects. They make their choices by matching project requirements to the metaphor and features of the
authoring application.
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Review Questions

. What is an authoring application?

. What is the benefit of an authoring application over programming languages to develop a project?
. What is a metaphor?

. What is the purpose of authoring metaphors?

. What are the three common authoring metaphors for project development?
. What are the two layersona card?

. What are the benefits of using a background layer in the card metaphor?

. How does the icon metaphor organize media content?

. What type of media content is most appropriate for atimeline metaphor?

. What is a storyboard? What isits functionin the authoring process?

. Identify and explain the four basic navigation structures.

12. What is an image map and how is it used to create a navigation structure?
13. What navigational structure would make use of hyperlinks?

14. How do scripting languages add functionality to a multimedia project?

15. What is a debugger?
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Discussion Questions

1. What is the most appropriate authoring metaphor to develop an application that displays the motion of the planets?

Explain your choice.

2. What is the most appropriate authoring metaphor for developing an interactive tutorial on safe driving? Explain
your choice.

3. List the main components of the timeline metaphor and identify the purpose of each.

4. Identify the interrelated tasks in multimedia authoring and evaluate either PowerPoint or Flash in terms of its
ability to complete these tasks.

5. What are the two main delivery options for distributing a multimedia application? What are the advantages or
disadvantages of each?

6. Asthe project manager for a multimedia presentation on student campus life at your college, identify the four
criteriafor selecting an authoring application and explain how each criterion will apply to that project.
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Multimedia permeates all areas of modern communication and entertainment. From advertising and marketing to
games, training, and education, multimedia is producing new products and transforming the creation of old ones.
Print publicationsincreasingly use the Web to distribute words and images, to add late-breaking developments, and to
more fully engage their readers with audio and video. Television uses the tools of digital multimedia to produce
traditional commercials and programming and to add new forms of interactivity using a wide variety of websites. Few
educational publishers—and virtually no marketing campaigns—ignore the potential contributions of multimedia to
their products.

This wide range of products givesrise to a variety of approaches to multimedia development. Print publishers,
filmmakers, game producers, corporate trainers, and educators all approach their work differently. But all share
common challenges and opportunities dictated by the nature of multimedia technology. As aresult, multimedia
developers share a common set of essential tasks and procedures. Inthis chapter, we explore the elements of
multimedia development common to the production of the majority of advanced applications.

After completing this chapter you should understand:

m Theskills and functions of the members of a typical multimedia development team: project manager, project
designer, content experts, writers, media specialists, programmers, acquisitions specialists

m Thethree stages of a multimedia development plan: definition, design, and production

m Theobjectives and products of each stage: preliminary proposal, storyboard, functional specification; media
creation, interface design, prototype; alpha version, beta version, gold master

11.1 The Development Team

Effective multimediais developed by small groups and even by individuals, but successful commercial products are the
result of teams of professionals following a carefully planned development process. A teamis important for two
reasons. First, different specialists are needed to produce high-quality media. A person skilled in graphics, for
example, is seldom equally skilled in sound. Second, a multimedia project isusually shaped, and reshaped, by the
interactions of team members. Multimedia development is both interactive and iterative.Itis interactiveinthe
sense that team members often contribute to the development of components outside theirimmediate area of
expertise. Itis iterative in that further product development and testing oftenleads to changes to earlier work. The
best products are the result of a creative team dynamic that fosters the sharing of ideas and a willingness to revise.

Multimedia development also requiresleadership and planning. The same qualities that can lead to exceptional results
can also spell disaster without effective coordination and direction. Enthusiastic team members can easily expand
content and features well beyond the practical limits of budgets and delivery schedules. T o keep the efforts of the team
on track, a systematic development plan, with clearly articulated steps and outcomes, is also essential.

No one team and no particular set of steps is used for all multimedia development. Teams, and the organization of the
work they do, vary by industry and even by project. The teams that create multimedia products relating to film o ften
include producers and directors. Projects originating in the computer industry may include project managers and
software engineers. One project may employ several video specialists while another makes no use of that medium at
all. But nearly all development projects must tap certain types of expertise and complete a common set of major tasks.
Understanding these tasks, and the contributions of different specialists, is essential for all members of the
multimedia team, even for the ambitious “team” of one.

11.2 Team Members

Among the essential members of a multimedia team are the project manager, the project designer, content
experts, writers, media specialists, programmers, andacquisitions specialists.



Project Manager

Commercial multimedia productions are complex and expensive. Projects often take many months to complete and
companies take significant economic risks funding their development. The project manager isthe personwith
ultimate responsibility for ensuring that the productis delivered with the promised features, on time, and on budget.
The project manager oversees the business aspects of multimedia development.

The work of the project manager includes:

= Contract negotiations with the client

m Hiring and evaluation of team members

m Creating and monitoring a productionschedule

= Budgeting

® Monitoring client reviewand approval

m Coordinating testing and revision

m Ensuring product delivery

= QOverseeing product documentation and the archiving of project materials

Successful project managers have an understanding of the multimedia market and current technologies. They are well
organized, focused, and task oriented.

Project Designer

The project designeris responsible for the overall structure of the product’s content and for the look, feel, and
functionality of the user interface. The designer must understand the ways in which each of the media can most
effectively convey project content. Above all, the designer must understand what is new in “new media.” Thisincludes
a thorough understanding of the strengths and weaknesses of text, graphics, sound, animation, and videoin a
computer environment. The heart of new media, however, isinteractivity. The designer must be aware of the potential
to engage users in novel ways by shifting the focus fromthe project’s contents to the user’s interactions with that
content. Depending on the project, interactions might include: navigation options; contextual help screens and audio;
customizing options such as setting difficulty levels; queries, challenges, or reinforcements tied to user performance;
and immersive, virtual reality experiences.

One person may carry out project design but it may also be a shared responsibility. In some educational and training
products, for instance, instructional designers are responsible for content structure while a graphics designer shapes
the appearance of the interface. Instructional designers are trained to identify specific educational outcomes and
strategies. They also have expertise in evaluating the results of educational products. Graphics designers are skilled in
the principles governing the creation and effective use of graphic elements such as color, line, shape, and spatial
organization.

The work of the project designer includes:

® Organizing information by topic and structuring content

Establishing the look and feel of the product (formal, playful, etc.)

Determining the metaphor for the user interface

Creating the navigational structure

m Supervising the work of media specialists and writers



Content Experts

Content experts have a detailed understanding of the topic presented in the multimedia application. The need for
content experts varies significantly with different applications. An application designed to assist diabetes patients with
management of their disease requires very specific, current, and accurate information froma specialist. A basic

business website may not require a content expert as a team member, though it will, of course, demand careful
consultation with the business owner and/oremployees.

The work of the content expert includes:

m Identifyingfacts, theories, procedures, processes, or other information to be presented
= Ensuring the accuracy of all product content

m Assisting in product testing and revision

m Identifying other specialized content experts as required

The content expert should have a thorough working knowledge of his or her specialty. Thisincludes basic subject
content as well as the latest research and sources of additional expertise. Itis helpfulif the ex pert also has an
understanding of the essentials of multimedia technology and the waysin which it may be effectively applied to the
presentation of the topic.

Writers

The development of amultimedia product requires a variety of written documents. Writers are the individuals
responsible for producing these documents. In some cases, the product itselfis focused onwriting. Multimedia
children’s books, for instance, have specific stories as their focus. Here, the writeris at the very heart of the projectand
his or her creativityis central to its success. Inapplications that are not centered on a written text, such as retail
marketing sites or action games, writing still playsan essential role.

In these and other projects, writers may be called on to produce various documents:

m A product proposal for a potential client

A detailed product specification

Scripts for dialogue and actionto guide animators, actors, or programmers

Bug and testing reports

Release notes and manuals

m Help screens

Writing is often the responsibility of more than one person, particularly whenthe project callsfor creative as well as
technical writing. Multimedia writers benefit from a knowledge of the development process. They also need an
understanding of the specific limitations and possibilities of the written word in multimedia applications.

Media Specialists: Graphics, Sound, Animation, and Video

Media specialists are responsible for the preparation of the individual elements in a multimedia application. As
members of the team, they also interact with others, sharing ideas for product features both within and beyond their
specialties.

Graphics Graphics are an important component of nearly every multimedia product. Graphics capture the eye and
the attention of the user, they establish a product’s mood, they conveyinformation, and they are critical guides for
effective navigation and user interactions. Multimedia graphics specialists are artists skilled in design principles and in
the most current digital technology. They understand the principles of color, line, and image composition as well as
the workings of draw, paint, and illustration software.



The graphics specialistis a required member of most multimedia productionteams. He or she may be called on to
performa variety of tasks:

m Choosethe graphics software used to create the product

m Design screenlayouts

m Selectstock graphics fromclip art, photo houses, and other sources

= Edit existing graphics

m Performconversions between different graphics file formats

m Produce original artwork such as logos, drawings, and buttons

= Ensure consistent graphics display across different computer platforms

Sound Producing high-quality sound requires both expertise and specialized equipment. The sound specialist for a
multimedia project is trained in traditional sound production and has a thorough working knowledge of the sound
studio. He or she is also familiar with the latest digital tools for creatingand editing sounds of all types from
narrations, to music, to sound effects. As part of the multimedia team, this person must also understand both the
limits and potential of sound delivered via computer. The sound professional will be the best judge of the most
effective strategies for ensuring high-quality sound within the limitations of the delivery options available. Asan
important contributor to the development process, he or she also often affects design decisions by suggesting ways
in which different types of sound—background music, ambient sounds, sound transitions, auditory cues, and
reinforcement—may improve the multimedia product. Often these suggestions will be based on experience inradio,
television, film, or theater.

The sound specialist may be asked to manage the sound for the projectin various ways:

m Identify existing sources for required sound elements

m Conductrecording sessions for narration, music, sound effects

= Edit sounds—adjust and correct sound segments forlength, pitch, amplitude; mixsound tracks; add special effects
= Digitize analog sound sources

m Selectand implement appropriate sound sample rates and compression strategies

m Selectand convert sounds to appropriate digital file formats

m Evaluate proposed uses of sound

Animation Animation canbe one of the most labor-intensive and expensive aspects of multimedia production. The
computer makes it possible to generate the individual frames of an animation much more rapidly than traditional
techniques, but animation still requires the artist to envision and create a large number of individual frames.
Animatorstypically are skilled artists who understand the principles of composition and color and can quickly produce
drawings. In addition to these skills, they must understand the elements of motion and be able to envision sequences
of actions. Multimedia animators must combine these abilities with a thorough working knowledge of computer
animation programs and techniques. Projects using significant amounts of animation will require the services of the
computer animator very early. This team member’s expertise will be critical to determining the type and amount of
animation to be included. Development time and hardware or software needs must be identified early. Advanced 3-D
animation, for instance, may require software and/or computers that exceed the time and budget resources of the
proposed project.

In addition to creating various animation sequences, the tasks of the animator include:
m Identifying animation software and hardware for the project

m Storyboarding—creating sketches of the project screens



m Drawing characters, objects, background scenes
m Supervising the work of other artists

Video High-quality video is the result of a combination of skills. Accomplished videographers, like photographers,
must understand composition, light, focus, color, and exposure. They must also understand the principles and
procedures for capturing and editing sound. Like the writer, they must know how to develop character and plot to tell
a story. Inaddition to these skills, video also demands a command of the special techniques of film such as framing,
camera angles, shot variations, and transitions. T o these skills, the video specialist on a multimedia team must add
knowledge of digital video production and editing.

Typical responsibilities of this member of the multimedia team include:

m Identifyingappropriate screensizes, frame rates, and lengths of video segments

Locating sources of required video

Digitizing and editing of analog video sources

Shooting and editing digital video

Selection of codecs and compression settings for completed video
Programmer

The programmeris responsible for the computer code that unites the media elements and provides the product’s
functionality. Insimpler projects, these tasks may be performed using authoring applications that require little or no
independent code writing. Most advanced projects, however, will require the creation of programmed routines for
specialized functions. In some instances these may be written in the built-in programming language of the authoring
application, such as Lingo in Adobe Director. Other routines may be produced using independent programming
languages such as C++. In either case, the multimedia programmer needs familiarity with the language to be used as
well as experience in creating a range of features and user interactions.

The multimedia programmer may be called on to performa variety of tasks related to programming:
m Provide user navigation—buttons, image maps, conditional branching

= Developvarious forms of user interaction—text boxes, speech recognition, touchscreen controls

m Create specialized controls or functions—moveable objects; video controllers; calculators; interactive calendars;
driving, flying, or fighting controls

m Support project development—tools to automate tasks such as quickly renaming, updating, or distributing a group
of files

m Debugging—identifying, correcting, and documenting application bugs
Acquisitions Specialist

Securing copyright permissions can be complicated and time consuming. In many instances, the content of a project
will be determined by the costsinvolved inthis process—content that developers might ideally choose to use may
simply be unavailable or prohibitively expensive. The acquisitions specialist is knowledgeable about the sources for
copyright-protected content and the process of securing permissions. His or her efforts are critical to protecting
developers from liability for copyright infringement (see Chapter 12 for a discussion of copyright law).

The acquisitions specialist can also play a role in another important copyright issue —the protection of the creative
work of the project developers. Explicit written agreements should be made between the developer and the client
regarding the ownership of copyright for the original content of the product. Particularly important are elements the
developer may wish to reuse on future products such as interface designs or programming routines for special
functions. Often, these represent major investments that cansignificantly lower development costs for future projects.

In simpler cases, another team member, such as the project manager, may fill the role of the acquisitions specialist.
Advanced projects often require a position dedicated to this function.
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The acquisitions specialist typically will manage all aspects of permissions for a project:
m Research availability and costs of copyright permissions for projected content

Complete copyright agreements for selected content

Maintain documentation of copyright permissions

Write copyright agreements between team members and the developer

Write copyright agreements between the client and the developer
11.3 The Development Plan

Like most creative undertakings, multimedia development isa balancing act. The flow of ideas between team members
determines the form and even “personality” of the product but it oftenleads to a “blue-sky” profusion of features that
must be balanced against the need to produce a marketable product on time and on budget. The development planis
bothtightrope and safety net—it must stimulate the creative energies of the team while also clearly defining the
product and the steps that will lead to its successful completion.

Development plans take many different formsbut each must address three essential tasks: definition, design,

and production. Progress markers, sometimes referred to as rewards, are identified for each stage. Often the rewards
are deliverables, documents or elements of the application that are delivered to the client as the product takes shape.
Payment schedules are often tied to deliverables. Each stage depends on its predecessors but the results of previous
stages are often modified as a result of later work. Obstacles to preparing or licensing a particular video segment, for
example, may result in a redefinition of the product. As noted previously, multimedia development is

usually iterative—earlier stages are reshaped or reformulated as development progresses.

Stage 1: Definition

Something must justify the time, energy, and other resources demanded by multimedia development. The most
important questionin the development processis: “What is the purpose of the product?” The second most important
is: “Why should we use multimedia to achieveit?”

The product’s purpose is defined through its goal or goals. A product goal is not simply a description ofits features.
“Produce a web-based music store with recording samples, critics’ reviews, and videos of the latest concerts”isnot a
goal. “Increase sales of Rolling Stones CDs to female purchasersaged 20 to 32 by at least 20%” is a goal. The product

goal clearly states what the application should accomplish.

Identifying the goal also involvesidentifying the audience. Who are the intended users? What are their ages, genders,
classes, and nationalities? What types of computing devices and networks do they use? Both content and the way in
which it is presented need to be tailored to the user.

With goal and audience in mind, another set of questions is posed about the application itself. What are the
advantages of multimedia for accomplishing the goal? What media elements will it require? What forms of
interactivity will be provided? Howwill it be delivered? Willit need to be regularly updated? What are the rough costs
of development?

Product definition then proceedsin stages based on the results of increasingly specific formulations. There are often
three key documentsin this process: preliminary proposal, storyboard, and functional specification.

Preliminary Proposal The preliminary proposal is a short one- to three-page description of the proposed
application. Itis used to begin the process of developer—client negotiations. The proposallays out the plan for the
project:

m Identifies the goal
m Specifiesthe need and the audience
= Outlines projected outcomes and benefits

= Briefly describes projected media content



m Describestypesand uses of interactivity
m Providesapreliminary cost estimate

The preliminary proposal oftenincludes a flowchart. A flowchart is a simple box diagram with brief descriptions of
product contents. Lines or arrows are often used to connect these boxesto identify navigational paths. The flowchart is
a broad overview, sketch, or outline of the product. Figure 11.1 shows a sample flowchart for an application created by
the authors.

Storyboard The product is further defined through the storyboard. A storyboard s a series of sketches of major
screens. Rough drawings of media elements such as photos, animations, or videos are sketched in. Buttons and other
navigational objects such as pull-down menus are also sketched and their functions are briefly described (Figure 11.2).
Storyboards may be produced with pencil and pen, on paper or white boards, or with a computer. General-purpose
presentation programs such as PowerPoint are often used for storyboarding. More powerful authoring applications are
often appropriate for storyboarding as well. These have the advantage of allowing developersto readily add more
advanced featuresto the storyboard as they further define the product.

“Fra Lippo Lippi”
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Figure11.1A flowchart—main application elements identified (Exploring “Fra Lippo Lippi”).
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Figure 11.2 A storyboard—screen content and basic functions sketched (Exploring “Fra Lippo Lippi”).

Storyboards are very helpful incommunications with clients during product definition. They make it possible to easily
visualize ideas for content and features. This allows developers to test their proposed creations with clients before
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committing time and other resources. Storyboards also continue to be important during later stages because they
make it easier to communicate project goals and requirements to all members of the development team.

Functional Specification The functional specification isa detailed description of the elements and the
performance of the multimedia product. What media components —drawings, photos, sound segments, animation or
video sequences—will be created? What types of user interactions—navigation options, queries, suggestions,
reinforcements, on-line ordering—will be supported?

The functional specificationis often the basis of a detailed business contract. Such contracts are critical to the success
ofthe development process. The novelty and potential complexity of multimedia products provide fertile ground for
misunderstanding and disappointment. Costs and delivery schedules can easily get out of hand as additions and
changes are made to the project. Both the developer and the client must understand exactly what has been promised
and the proceduresto be followed if either party wishes to change the specifications.

Stage 2: Design

The definition stage specifies what the product s to be. The objective of the design phase is the creationof an
incomplete working model of the product called a prototype.During product design, the first media elements are
created, theinterface is designed, and these elements are combined to create the prototype.

Media Creation Media creationinvolves several tasks. The first isidentifying required media. A detailed listing,
called a content inventory list, is developed. This document lists each media element or “asset,” the party
responsible forits creation, and whether or not it has been completed.

The contentinventory list isimportant because it serves as an early reality check. Canthe required media be produced
in a timely and cost-effective manner? Thislist will be further refined as the design process continues and media
elements are modified, eliminated, or added to the product. It will also guide the work of team members during the
production phase of the project.

Other tasks in media creationinclude preproduction, production, and postproduction. Preproduction is the process
of preparing media for editing—scanning photos or other graphics, digitizing an analog sound or video source, or
performing file conversions. Inthe production phase, the asset is edited using the software that has been selected for
that medium (Photoshop, Sound Forge, Final Cut, etc.). In postproduction, mediais edited using other software to
achieve desired effects. Adobe After Effects, for example, is often used to add animated text and special effects, such as
sparkles, smoke, or fire, to video.

Interface Design The user interface is the content of the application as the user experiencesit onscreen. This
includes the presentation of media elements and the resources—buttons, menus, hints, specialized controls—that
allow the user to interact with the application. In the design stage this interface is carefully specified.

The goal of interface design is to engage the user. In linear, noninteractive products, such as a simple information
kiosk, this may simply mean holding the user’s interest and attention. In fully developed interactive applications such
as games or tutorials, the interface may need to anticipate choices, provide hints or reinforcements, or present new
interactions based on previous user responses. Whatever the application, the user interface must present media
elements and user interactionsin a way that supports the product’s goals and matches the expectations and abilities of
its audience. Figure 11.3 presents one element of an interface design.

The user interface should establish an appropriate tone. The tone of the application is determined by the style of its
media elements and controls. Virtually any tone may be created—playful, humorous, casual, formal, dignified, serious,
businesslike, and so on. Cartoon-like images, bright primary colors, and large animated buttons help to set a playful
and welcomingtone for a children’s animated story. Sounds, fonts, and video clips would similarly be chosento appeal
to children and support the entertainment or educational goals of the product.
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Figure11.3 Interface design. Exploring “Fra Lippo Lippi” uses an interactive progressindicator to locate thereader’s position in th e poem. Grayed
sections indicate progressthroughthe poem. Clicking on a linenumber jumps the user to that section.

A userinterface should also be intuitive, consistent, predictable, and reliable. An intuitive interface is one that is
immediately understood by its user. A common strategy for creating intuitive interfacesis the use of metaphors.

A metaphoris a widely understood or familiar symbol or procedure that is used to represent something new or
unfamiliar. Common metaphorsin multimedia interfacesinclude desktops, notepads, books, and VCR controls
(Figure 11.4). These familiar images and processes make it easier for users to understand and interact with
applications. One of the more important considerations for ensuring an intuitive interface is clear and effective
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navigation. Familiar navigational icons—arrows, buttons, or underlined text—are quickly understood and show users
how to move within the application. Graphic overviews of the application showing current location and progress
indicatorshelp to readily orient users to where they are and where they can go.

($) Controller

H M4 & »  »

Figure11.4 Metaphor. Flash uses the VCR metaphor to control progress through animation frames.

Ease of use is also very dependent on the consistency of an interface design. A small number of basic screen designs,
each with commonbackground elements and consistent locations of user controls, make it easier for users to
anticipate and control product content. Designers carefully consider factors such as the relative sizes and locations of
interface elements. Larger or more prominently placed buttons or text, for instance, will be perceived as more
important by the user.

An interface is predictable and reliable when similar actions produce similar results and identical actions can be
repeated with identical results. Of course, the meaning and implementation of predictability and even reliability varies
with different products. A multimedia roulette wheel probably should not reliably produce the same result on each
spin—but the spin button should reliably produce arotationand a stop with some outcome clearly displayed.

Prototype The prototype, anincomplete working model of the final product, is the goal of the design phase.
Prototypes serve three important functions: refining the definition of the product, testing proposed features,
and guiding the further work of team members.

The prototype is built using the authoring software and/or programming languages that will produce the final product.
It includes some finished media components and as many of the product’s projected major functions as possible. As
the first opportunity to see how the product will actually work, both the developer and the client can use it to further
define content and functions. Different media may be selected. The navigational options may be changed. Specialized
functions may be added or eliminated.

Testingis important in all phases of multimedia development but takes on special significance once the prototype has
been developed. The prototype is the first look at the product itself and the first opportunity to fully test the proposals
and assumptions of the definition and design stages. Testing oftenincludesboth in-house and external product review.
Designers, programmers, and media specialists test the prototype to determine if it performs as anticipated and if the
complete product can be developed within the time and budget constraints of the project. External testers are often
used to confirm the assumptions and projections of the project team. Do the test users understand the product’s
purpose? Are they able to navigate and use all the functions easily and effectively? Discovering problems or limitations
in this stage can avoid client dissatisfaction and save many hours of development time.

Once the prototypeisreviewed and tested, it also serves as an important resource in the next phase of the multimedia
project. Team members use the prototype to guide their individual work on the production of the media and software
routines needed to complete the product.

Stage 3: Production

In the production stage, all remaining elements of the product are created and integrated into the application (Figure
11.5). Content, media, and acquisitions specialists continue the work of identifying, securing, creating, and editing
media elements. Programmers complete needed software routines and integrate media with the user interface. In
many projects, designers continue to refine the interface itself. Thisis particularly true in highly interactive and
imaginative applications such as games, which are often significantly redesigned, or “tweaked,” during the production
stage.

Productionalso includes regular quality assurance testing, complete with bug reports and documentation of corrective
measures. Prerelease versions of the product are often created to facilitate both in-house and external testing.

An alpha versionincludes most of the media elements but many bugs. Asbugs are identified and corrected and the
remaining media elements added, a beta versionis created. The betaversionincludes all media but is not yet free of
all bugs. Successive revisions of beta eventually produce the complete, bug-free application, ready for distribution.
Thisis sometimes called the “gold master.” Production also includes the completion of several other task s essential to
product delivery and distribution such as the preparation of release notes, manuals, and packaging.
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Figure11.5A production screen—all media and functions com plete (Exploring “ Fra Lippo Lippi”). See Color Plate 28.

Finally, many multimedia developers stress the importance of systematic archiving of project materials as the
development process is completed. Archiving is important for several reasons: disputes may arise among the various
parties in the development process, the project may need to be revised or updated in the future, or materials for which
the developer hasretained copyright may be needed for future products.

11.4 Summary

Advanced multimedia development is a team effort that is guided by a development plan. The composition of
development teams and the stepsthey followvary according to industry and project. Most multimedia development
teams include a project manager, a project designer, content experts, writers, media specialists, programmers, and
acquisitions specialists.

The development planis centered on three major stages: product definition, design, and production. The preliminary
proposal, flowchart, and storyboard lead to a functional specification defining the product. This stage often concludes
with the writing of a business contract specifying the legally binding agreements between client and developer. Inthe
design phase, an incomplete working model of the product called a prototype is built. The prototype includes some
completed media elements and most of the functionality of the proposed product. The prototype is used to test and
refine the design. Testing of the prototype may lead to revisions to the proposed product and to adjustments in
projected development schedules and costs.

The prototypeis also used to guide the further development of the product in the production phase. Production
completes media development and the programming of all product functions. This phaseis often marked by
preliminary releases of the product called alpha and betaversions. Frequent testing is done, bugs are identified and
corrected, and the final productis created. The production phase concludes with the creation of supporting
documentation such as manuals and release notes, the preparation of packaging for product distribution, and the
systematic archiving of project materials.
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Review Questions

1. What is the main function of a project manager?
2. Why should a project designer know the potential of “new media”?

3. Identify three documents that would be the work of a multimedia writer. Do you think the same person would be
responsible for writing all three of the documents? Explain.

4. Why are graphics an important component of most multimedia projects?

5. Why is a sound specialist an important member of a multimedia productionteam?

6. Why could animation be the most expensive and labor-intensive component of a multimedia application?
7. What are three skills required of accomplished videographers?

8. Why is a programmer an important member of a development team?

9. What are the main responsibilities of the acquisitions specialist?

10. What are the three essential tasks that are addressed in the development plan?

11. What are the three key documents that are created in the definition stage?

12. What is the main objective of the design phase of the development plan?

13. What is a contentinventory listand why is it important in the design phase?

14. What are three common tasks in media creation? Which task(s) might use paint or draw applications?
15. What is the goal of interface design?

16. What is a common strategy for creating an intuitive interface?

17. What s a prototype? What three functions doesit serve in the development plan?

Discussion Questions

1. Why is multimedia development bothinteractive and iterative?
2. Why is it important to have a development team and plan to produce successful multimedia products?

3. Does the project manager or the project designer need to know more detail about creating effective multimedia
applications? Defend your selection.

4. Should the content expert be the client who has contracted the multimedia application or not? Explain your choice.
5. What is a project goal? Explainthe role and importance of goals in the development plan.
6. What is the importance of a storyboard in the development process?

7. Locate your college website and evaluate the interface based on consistency and predictability. Base your comments
on analysis of two separate pages.

8. Identify and explain the versions of an application that are used in the quality -testing phase.
9. Why is systematic archiving necessary in the development process?



Professional Issuesin Multimedia Development

Topicsyouwill exploreinclude:

B The Definition of a Profession
B Codesof Professional Ethics

B Copyright

m Traditional Rights

m Digital Challenges

B Digital Rights Management

This chapter considers the meaning of professional responsibility and explores some of its implications for multimedia
development. Multimedia applications are often, perhaps usually, designed and developed with little attention to
issues of professional responsibility. Asin other areas oflife, multimedia development often follows well -traveled
paths with relatively clear goals and expectations; most of the time those habitual practices themselves suggest the
right thing to do. But a little reflection suggests that the success of a multimedia project hinges nearly as much on the
professionalism of those involved as it does on the technical skills they bring to their work. Professional responsibility
includes taking responsibility for learning and applying the most current knowledge available. It also includes
respecting and encouraging the independent work of colleagues. These and other professional guidelines become very
important indeed when they are not followed, when, for instance, the team must contend with an incompetent person
in a key positionora supervisor who is more interested in his own advancement than the well-being of his
subordinates.



Competence, collegiality, and respect for the work of subordinates are values common to many professions, as are a
number of the other guidelines we will consider. But multimedia development also raises more specific concerns and
issues, some of which relate to the nature of digital media itself. Following a discussion of the meaning

ofprofession and the elements of professional ethics, this chapter turns to the professional issuesraised by two topics
directly related to the digital revolution: copyright anddigital rights management.

After completing this chapter youshould understand:

B Definition of profession

B Main elements in a professional code of ethics

B Definition, rights, and remedies of copyright

B Challenges and revisionsto copyright law created by the digital revolution

B Meaning, challenges, and opportunities of digital rights management (DRM)

12.1 Professions and Professional Responsibility

In Leicester, England, in 2004, 14-year-old Stefan Pakeerah was murdered by a youngacquaintance, Warren Leblanc.
Leblanc lured Pakeerah to a park where he attacked the boy from behind with a knife and a claw hammer. While police
concluded that Leblanc’s motive for the murder was robbery (he was apparently in debt to drug dealers), Pakeerah’s
parents came to believe that a video game, Manhunt, distributed by Rockstar Games, played a rolein the

crime. Manhunt, a third-person shooter game, graphically portrayed violent killings, sometimes using weapons like
those wielded by Leblanc. Learning from his friends that Leblanc had been “obsessed” by Manhunt, the Pakeerahs
spoke out publicly against the game. “[T Jhe way Warren committed the murder is how the game is set out,” they said.
They insisted that “there is some connection between the game and what he has done” (“Video game ‘sparked hammer
murder’” 2004 ). These charges were widely reported in the press, and contributed to growing public concernover the
possible antisocial effects of violent video games.

What responsibility, if any, do the developers and distributors of Manhunt have for this brutal murder?

Few would claim that they have any legal responsibilities. The police seem to have dismissed the suggestion that the
game provided the attacker’s motive and certainly Manhunt developers had no intent to cause harm to the victim. But
it is also clear that societies, and professionals too, do not function solely on the basis oflegal obligation; not
everything that we may legally do is something that we should do. Professional ethics takes us beyond the legally
compulsory to ask what people should and should not do within the context of their work and careers. The developers
of Manhunt promoted their product as a “sado-masochistic” game. One early review commented: “Manhunt’ raises
the bar for video game violence and gore. It’s notjust part of the game, it is the game” (“Video game ‘sparked hammer
murder’” 2004 ). The media elements and interactions that the developersincluded were conscious choices. Did they
have a professional responsibility to think about the possible consequences of those choices?

To answer questions such as this, we need to answer another: What are the meanings of profession and professional
responsibility?

What Is a Profession?

A profession is an occupation that requires specialized education and training. Preparation for a profession usually
includes formal education, often through an accredited program of study. In order to continue in practice,
professionals must continue to learn. Professional associations, established to advance the interests of the profession,
sometimes establish standards for this continuing education. They also promote both education and research through
conferences, institutes, and journals.

Professional associations often formulate codes of ethics for their members. The specialized skills of many
professionals (such as physicians, lawyers, engineers, and teachers) are essential to the performance of socially
important tasks. As a result, professionals have obligations to the individuals they serve and to society atlarge. As
members of the association and representatives of their profession, they also have obligations to one another and to
the profession as a whole. The active role of professional associations in stating, encouraging, and enforcing these
obligationsillustrates another defining feature of professions: professions are largely autonomous and self-regulating.



Multimedia development includes many of the defining properties of a profession. Multimedia developers employ
specialized knowledge and require continuing education and training. Members of development teams, such as
graphics designers, sound engineers, and writers, often belong to professional associations that represent their
specialties. Professional associations dedicated to multimedia development itself are also emerging. Educational
standards are developing as the field matures and colleges and universities define their curricula. Finally, as evidenced
in the Manhunt case, the work of the multimedia developer may have significant social consequences. Like other
professionals, multimedia developers have aninterest in regulating their own actions. They may eventually define
their professional obligations through a formal code of ethics.

Professional Responsibility and Codes of Ethics

A professional code of ethicsis a statement of obligations. These obligations are directed to individuals, to laws, to
society, and to the professionitself. A code of ethicsisa statement of the standards and obligations that define a
practitioner’s professional responsibilities.

As an emerging profession, multimedia development is not yet guided by a common set of professional standards. To
get a sense of the shape of a possible code of ethics for multimedia developers, consider the Software Engineering Code
of Ethics and Professional Practice jointly developed by the Association for Computing Machinery (ACM) and the
Institute for Electrical and Electronics Engineers (IEEE). This code relates quite directly to the work of a multimedia
programmer and offers guidance to other members of a development team as well.

The Software Engineering Code of Ethics The code is organized as eight principles with a set of specific
obligations for each. The principles are major obligations: general courses of action that software professionals should
undertake. The specific obligations for each principle identify the ways in which they are fulfilled in the course of a
professional’s daily work. Although the principles sometimes overlap, in general they suggest that professionals have
obligationsin several different areas—to society at large, to the laws that govern their practice, to clients and
employers, to colleagues and subordinates, and to the professionitself. The following summary identifies the
principles and highlights a number of obligationsin the ACM/IEEE code that are relevant to the work of multimedia
developers. For the complete code, see Appendix C.

1. The “Public” Principle: “Software engineers shall act consistently with the public interest.”

Professionals are obligated to consider the broader, public consequences of their work. The code specific ally notes the
need to develop and approve software that is “safe, meets specifications, passes appropriate tests, and does not
diminish quality oflife, diminish privacy or harmthe environment.” They are also expected to consider the waysin
which physical disabilities, economic disadvantage, and other factors might limit access to the software they develop.
Finally, the code contends that professionals should also serve the public interest by volunteering their professional
skills to public causes.

Each of these injunctions has a more orless obvious application to the work of multimedia developers. They, too, need
to consider the ways in which their productsimpact society as a whole, whether they function properly, are safe, and
are accessible to disadvantaged segments of the population.

2. The “Client and Employer” Principle: “Software engineers shall act in a manner that is in the best interests of
their client and employer, consistent with the public interest.” In addition to their public responsibilities,
professionals have specific obligations to their clients and employers. For instance, the code requires them to

« work within their areas of competence and honestly acknowledge limitations of experience or education,

« use the property of clients or employers only as authorized and appropriate,

« preserve the confidentiality of client/employer information,

- promptly disclose major problems with a project, and

« decline outside work that may interfere with completing the client/employer’s project.

In the course of their work, multimedia developers often have access to information that must be treated confidentially
as well as to equipment and other resources that should consistently be used in the interests of the client, provided
that it does not conflict with other legal or ethical requirements. They must represent their abilities honestly and avoid

other work commitments that interfere with their primary obligations.

3. The “Product” Principle: “Software engineers shall ensure that their products and related modifications meet
the highest professional standards possible.”Professionals also have obligations to create products that are
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« of high quality, produced at reasonable cost, and on schedule;

« free of “ethical, economic, cultural, legal and environmental” concerns;
- systematically tested and debugged; and

« well documented.

Again, these requirements are clearly mirrored in the responsibilities of multimedia developers, whose products must
also meet each of these standards.

4.The “Judgment” Principle:“Software engineers shall maintain integrity and independence in their
professionaljudgment.”

Professionals directly consider the waysin which they make the various decisions in their work and they maintain high
standards of integrity in those decisions. For example, the code requires that software engineers

« be objective and unbiased in the assessment of software,

« avoid unethical or illegal financial practices such as bribery or double-billing,
« refuse to use unlicensed software, and

« avoid conflicts of interest.

While the specific judgments of multimedia developers vary widely with their different rolesin a project, the
requirement to maintain independence and integrity in professional decisions applies throughout.

5.The “Management” Principle: “Software engineering managers and leaders shall subscribe to and promote an
ethical approach to the management of software development and maintenance.”

Professionals must often guide the completion of projects and manage the work of others. The ACM/IEEE code
includes several corresponding obligations. For example, software engineers should

« develop procedures to promote quality and reduce risk in project development,

« provide fair remuneration,

« fully disclose employment conditions,

« create fair agreements for ownership of intellectual property developed during the project, and
« assign work consistent with the employee’s knowledge and experience.

Within the context of a typical commercial multimedia project, these guidelines have clear applications to the work of
the project director and to any team member supervising the work of others.

6. The “Profession” Principle: “Software engineers shall advance the integrity and reputation of the profession
consistent with the public interest.”

Professionals ty pically identify with their professions and take steps to advance its development. The ACM/IEEE code
reflects this by noting responsibilities to

« participate in professional associations and meetings,
« advance public knowledge of the profession,
« place the interest of the profession or the public over their own interest, and

« supportand defend the profession’s code of ethics.



Because of the variety of functions they fulfill, the different members of a development team serve different
professional interests. Writers, for example, have a different set of professional commitments than sound engineers. In
the context of multimedia, however, many of these individuals can serve another important professional function:
participatingin an on-going public discussion of the nature and implications of the multimedia applications they have
helped to create. For instance, many professionals active in video game development have provided interviews to the
press, written articles or blogs themselves, or participated in television broadcasts devoted to examining this aspect of
multimedia development.

7.The “Colleagues” Principle: “Software engineers shall be fair to and supportive of their colleagues.”

Professionalsin all fields are expected to value their colleagues. Inthe ACM/IEEE code, this appearsin the
requirements to

« support the professional development of colleagues,
« be fair and objective in assessing the work of colleagues, and

« properly credit the work of others.

These guidelines are significant in any working group. The multimedia development processisbothinteractive and
iterative: individuals often contribute to one another’s work and earlier work is oftenrevised in light of later decisions
(see Chapter11). Effective collegial relationships are particularly important to the creative exchanges, the give and
take, of this process.

8. The “Self” Principle: “Software engineers shall participate in lifelong learning regarding the practice of their
professionand shall promote an ethical approach to the practice of the profession.”

Professionals assume personal responsibility for maintaining the knowledge and skills essential to the effective
practice of their professions. The ACM/IEEE code requires software engineers to

« continually develop their knowledge and skills;

« design, test, develop, and maintain high-quality, reliable software;
« provide accurate, clear documentation; and

« understand the environment in which their products are used.

The importance of this principle to multimedia development would be difficult to overstate. Multimedia is directly
affected by the continual evolution of digital technology and by the rapid development of new products and services.
Maintaining currency with recent developmentsin their respective fieldsis critical to the work of all multimedia
professionals.

The ACM/IEEE code effectively suggests awide range of guidelines for the professional practice of software
engineering. Many of these also apply to professional multimedia development. The need for ethical guidance is often
felt most strongly in areas in which the profession encounters novel challenges to well -established understandings and
practices. In medicine, for instance, the development of advanced technologies to sustain life led to a range of
challenging questions about the rights of patients and the responsibilities of physicians. New practices, procedures,
and legal instruments, such as living wills, were developed inthe context of a broad public discussion with economic,
political, religious, and ethical components. Multimedia developers similarly must respond to significant changes and
challenges. Today, the creation and protection of intellectual property, especially the many forms of creative
expression covered by copyright, produce important challenges for multimedia developers.

Copyrightis embodied in laws. Those laws create both important protections and equally important restrictions for
multimedia development. No multimedia professional can function effectively without a basic understanding of
copyright. Knowledge of copyright thus clearly fallsunder the professional injunction that developers know and follow
the laws governing their work; but a multimedia professional’s relationship to copyright goes beyond this simple
injunction. Copyright is currently afocal pointin a major contest between different cultural interests and values, and
multimedia developers are in the middle of the fray. The practices that they develop and follow, as well as the
technologies and products they help to create, will affect, and be affected by, a continuing copyright debate. To
understand the professional issues raised by copyright, multimedia developers must first consider its traditional
formulation and the specific protectionsit affords to content creators.
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12.2 The Copyright Tradition: Rights, Remedies, and Exceptions

One reason that understanding copyright isimportant to multimedia developersisto guard against intentional or
unintentional violations of the rights of others. The relative ease of digital editing, copying, storage, and transmission
greatly increases the potential for copyright infringement by any member of a development team. In addition, the wide
range of media that may be included in multimedia products often requires copyright permission from many different
individuals or organizations. Another reason to become familiar with copyright is that developers need to protect their
own work by retaining rights to elements such as interface designs that may be useful on other projects. Thisin turn
requires that developers understand howto organize and define the work of their teams and consultants. Developers
may also need to frame agreements with their clients to specify copyright ownership for specific elementsin a
multimedia product. Each of these activities requires an understanding of what copyright is, the protectionsit affords,
and how it is enforced.

Copyright Defined

Copyrightis a form of legal protection givento creators of “original works of authorship.” The primary purpose of
copyright protectionis cultural advancement—people are more likely to undertake creative work if they can enjoy the

economic benefits of their efforts.

Copyright differs from another common protection of creative effort, patents. Copyright applies to original or

creative expression, but not to the facts, processes, theories, or ideas that are expressed. The “Better Mousetrap” is not
protected by copyright, but the words used to describe it in trade publications and advertisements are. Patents, onthe
other hand, do protect mousetraps and otherinventions. A patentis a grant of rights to the creator of an original,
useful invention. The holder of a patent is given an exclusive right to make, use, and sell their inventionfor a certain
period of time.

U.S. copyright law protects virtually any form of original expression—literature, music, drama, pantomimes,
choreography, pictures, graphics, sculptures, motion pictures, sound recordings, architecture, and so on. The only
requirement is that the expressionbein a fixed form, a form in which it can be preserved and from which it can
subsequently be “perceived, reproduced or otherwise communicated” (U.S. Copyright Office 2007, 2). A dance routine
performed on a street corner is not protected unlessit is also in a fixed form, perhaps as a set of notationson a page, or
as a video recording. But onceit is fixed, original expressionis automatically protected. The work does not need to be
registered and, since 1989, no notice of copyright needsto be given. Computer programs are treated as literary works
and are also covered by copyright, although there is much discussion of the advisability of treating them instead as
inventions subject to the protections of patents. For the multimedia developer, thisbroad understanding of “works of
original authorship” combined with the automatic coverage of worksin fixed form means that virtually any content
created by another party is potentially covered by copyright.

Copyright Protections The owner of a copyright has five major rights:
B Toreproduce the copyrighted work

B To producederivative works (for instance, a film version of a novel)

B Todistribute copies to the public (by sale, rental, lease, or lending)

B To performthe work publicly

B Todisplay the work publicly

The creator retains these rights unless they are specifically transferred to another party. For instance, the purchaser of
a painting does not own the right to reproduceit as a postcard unless the right to produce derivative works hasbeen
transferred to the new owner. Agreements with content providers should specify the rights being transferred.
Similarly, client contracts should specify the rights to any multimedia content, such as screen designs, that the
developer wishes to retain.

Copyright Remedies Copyright infringement occurs when someone makes any of the previously noted protected
uses of a copyrighted work without authorization from the rights holder. Infringement can lead to a variety oflegally
established sanctions known as copyright remedies. Injunctions may be issued prohibiting the further productionor
distribution of a product. Infringing copies may be impounded or destroyed. Compensation may be awarded to the
copyright holder for actual monetary damages plus the infringer’s profits. Statutory damages and criminal sanctions
may also be imposed. While registrationis not necessary for a work to be protected by copyright, it is generally
required before a lawsuit can be brought against an infringer. Registrationis also usually a requirement for the
collection of statutory damages and attorneys’ fees. Multimedia developers are well advised to register their works.



Registrationis inexpensive, provides important evidence of copyright claim, and establishes a basis forlegal
enforcement should such actionbe necessary.

Therights granted to copyright holders are for a specified period of time. Currently in the United States, works created
after 1978 are protected for the life of the creator plus 70 years. If the creatoris not an individual (e.g., a corporation)
protectionisafforded for 95 yearsfromthe date of publication or 120 years from creation (whichever comes first).

Exceptions to Copyright Protection Original expressionis not always protected by copyright. Works for which
copyright has expired, or to which copyright never applied (e.g., those notin fixed form or most publications of the
U.S.federal government), are said to be in the public domain and may be freely used by anyone. In addition, limited
use may be made of copyright-protected works under the doctrine of fair use.

Fair Use The fair use doctrine is intended to advance important social goals such as a free and open press, education,
research, and scholarship by providing users with a defense against claims of copyright infringement. The conditions
of fair use are described in section 107 of the U.S. Copyright Act. These include “reproductionin copies... for purposes
such as criticism, comment, news reporting, teaching (including multiple copies for classroomuse), scholarship, or
research...” (U.S. Copyright Office 2007, 19).

Fair use does not give educators, researchers, or others unlimited access to copyright-protected works. In determining
whether or not a particular use is fair, four criteria are usually considered: the purpose and character of the use,

the nature of the copyrighted work, the amount and significance of the portion used, and the effect of the use on the
value of the work. The determination of fair use in any given case will depend on factors specific to that case and on
the precedents established by previous court decisions. In general, fair use is more likely to be found for uses that have
the following characteristics:

B Arenonprofit rather than commercial

B Arefactual rather than creative, and published rather than unpublished (creators should have the first opportunity
for publication)

B Usesmall amounts of the work
B Havelittle or no effect onthe value or potential market for the work.

Works for Hire Ordinarily, the owner of copyright is the creator of the work, but works produced under the specific
direction of an employer and with the use of the employer’s resources are likely to be regarded as works for hire. In
these cases, an employer may own the copyright for works created by an employee. Asin determining fair use,
however, there are many ambiguities and uncertainties involved in identifying works for hire. Developers and their
employees will be well served by explicit, written agreements detailing copyright ownership for the content workers
produce.

Copyrightlaws seek to define and balance interests, rights, and obligations among individuals and between individuals
and society atlarge. Fair use, for instance, seeks a balance between the property rights of individual creators and the
interests of society inan open press and unfettered education. This balancing process has always been fluid and, at its
borders, marked by uncertainty. Rather thanbeing a set of specific directives etched in stone, copyright lawis, instead,
a set of general principles whose application to specific cases ranges from clear and definite to highly debatable and
uncertain. For instance, how much of a work can a journalist quote in a book review?

A fewproperly cited sentences clearly seemto be allowed under fair use; the whole book clearly would not be. What
about approximately 300 words from an unpublished manuscript of some 200,000 words? The answer depends on
the application of the criteria for fair use, and here eventhe courts themselves may disagree. In 1979, Harper & Row
Publishers entered into an agreement with Time magazine that allowed Time to publish portions of President Gerald
Ford’s memoirs. The memoirs were soonto be released in book formby Harper & Row. Priorto Time’s publication,
another magazine, The Nation, surreptitiously acquired a copy of Ford’s manuscript and published an article that used
approximately 300 words directly from that source. Following this “scoop” by The Nation, Time refused to make its
final payment to Harper & Row, which then brought suit against The Nation for copyright infringement. A lower court
originally found in favor of Harper & Row, but on appeal this decision was reversed: the appeals court ruled that The
Nation’s publication of quotations from Ford’s manuscript was a fair use. In 1985, the Supreme Court reversed the
appeals court ruling, finding that The Nation had in factinfringed Harper & Row’s copyright. In part, the court argued
that the small portion of Ford’s manuscript taken by The Nation, which dealt with his pardon of former President
Nixon, was “essentially the heart of the book” and was therefore “qualitatively substantial” even though it was a tiny
fraction of the original source (O’Connor 1985, 1V).



As this caseillustrates, uncertainties in the application of copyright law have long been a fact of life for publishers,
journalists, and others. The development of digital media has complicated matters evenmore.

12.3 Copyright in the Age of Digital Media

Therelative ease of copying, editing, and transmitting digital media poses serious challenges to traditional copyright
protections. Copyright law developed in the age of analog media and the rights that it established were defensible
largely because of the nature of the media itself. Paintings, books, photographs, music, and films, for instance, are
much more difficult to copy and distribute in analog form. Few individuals had the resourcesto do so, and those
organizations that chose to ignore copyright could be readily identified and prosecuted. Digital versions of these
media, on the other hand, canbe copied and transmitted by anyone with a computer, inexpensive software, and an
Internet connection. Analog copies are also usually inferior to originals, especially as copies are made of previous
copies, an effect known as generation decay. In contrast, each version of a copied digital file potentially preserves all
the quality of an original. Similarly, the process of creating derivative works from analog originals is more difficult to
accomplish and easier to detect. In the world of digital media, editing tools for images, sounds, and video make it very
easy to produce and disguise “new” creations based on others’work. Performance and public display rights are
similarly threatened as web technologies evolve to readily support uploading and public display or performance of
images, sounds, animations, and videos.

One reactionto the disruptive effects of digital media has beento strengthen and improve the enforcement of existing
legal protections. Thus, major stakeholdersin copyright ownership, such as the film and music industries, have tried
to strengthen existing copyright provisions and improve the enforcement of existinglaw (see the following discussion
ofthe Digital Millennium Copyright Act). Another reaction hasbeen to develop and exploit new opportunities inherent
in the change itself. Digital technology alters the fundamental conditions of media itself, leading to new models for its
development, use, and distribution (for instance, online music distribution through Napster, eMusic, or iTunes). Both
responses, enhanced protection of traditional interests and implementation of new media models, are represented in
the broad set of initiatives known as digital rights management.

12.4 Digital Rights Management

Digital rights management (DRM) is the application of digital technologies to the management of intellectual
property (IP). DRM has been applied to many forms of IP, including patents and sensitive corporate reports and
communications (Enterprise-DRM), but the main focus of the technology is creative works—works of original
authorship—traditionally covered by copyright. Electronic books, music, videos, and photographs are prominent
examples of digital media to which DRM has been applied. While multimedia developers are most often concerned
with digital formats, it should be noted that DRM applies to all forms of intellectual property including analog “legacy
media” such as printed books and analog photographs. As one researcher insists, “DRM is the ‘digital management of
rights’ and not the ‘management of digital rights™” (Iannella 2001, 1).

It is also important to note that creative works canbe protected by contractlawas well as by copyright law. While
copyright law establishes automatic protections for creators, it also limits enforcement of their claims through
provisions such as fair use, discussed previously, and the “first sale doctrine.” First sale limits a creator’s rights to the
first exchange of his or her work. For instance, a copyright holder controls the first sale of a printed book, but the book
owner may freely lend or sell it to another personand may alter it by removing or marking pages and so on. Later
owners can similarly dispose of the book as they like without the permission of the copyright holder. The rights holder,
in short, has no further control over that copy of the work. Owners of creative content can eliminate these and other
limitations on their rights through contracts with users. Instead of selling a user a copy of a work, the owner sells a
license to use the productin certain ways specified in a contract. Such agreements, calledend user license
agreements (EULASs) are very common for software programs and they are becoming more common for digital
content such as electronic books. Users who casually click through the “Agree” buttons on first use of an eBook may
have, quite unknowingly, surrendered their traditional fair use privileges. DRM can be used to protect contractrights
just as it can protect copyright.

Many applications of DRM have focused on defending the rights of content owners. In effect, thisinvolves using digital
technology to try to solve problems created by the digital revolutionitself. If acomputer can be programmed to readily
copy afile, it can also be programmed to copy-protect that file or otherwise limit a user’s access. If copyrighted digital
media is readily edited and transmitted, so, too, can digital techniques be used to permanently mark its original
identity and track its subsequent uses.

The use of DRM to limit media piracy by controlling user copying and access is perhaps the most visible and
controversial area of the technology. Infact, many popular accounts identify DRM exclusively with these controls, and
some critics have quipped that DRM really stands for Digital Restrictions Management (Sullivan 2006). Copy and
accessrestrictions to media have taken many forms and have often generated both consumer dissatisfaction and
persistent efforts to defeat the DRM safeguards. For example:



B Adobe, the developer of the popular PDF format for text documents, also markets electronic books called eBooks;
eBooksuse a DRM-enabled form of PDF. Various controls canbe set through Adobe DRM to limit copying, sharing,
and reading of purchased or loaned texts. Libraries, for instance, canloan eBooks for a specified period of time. After
the loan period expires, the eBooks become unreadable. Adobe’s rationale for including DRM was the need to protect
the copyright interests of creators by forestalling mass duplication of digital copies. Critics have noted, however, that
Adobe has published eBooks that are actually in the public domain. In these instances, DRM effectively blocks
perfectly legal copying of the public domain content in the work (at least froma copyright point of view; a license
agreement may legally prohibit this use) (Lessig 2004, 151). A Russian company, ElcomSoft, developed software they
called the Advanced eBook Processor that allowed a user to convert eBooksinto a DRM -free PDF format, thereby
removing copy and access limitations. In 2001, one of ElcomSoft’s programmers, Russian citizen Dmitry Sklyarov, was
arrested by the FBI in Las Vegas, Nevada, where he was attending a professional conference. Sklyarov was charged
with distributing a product intended to circumvent electronic copyright protection measures. Though charges against
him were ultimately dropped, Sklyarov spent several weeksin U.S. jails and was required to remain in the United
States for several months as legal proceedings against ElcomSoft continued.

m Aform of encryption, Content Scrambling System (CSS), is used by the motion picture industry to protect
DVDs from digital piracy. CSS scrambles the contents of a DVD, which canthen be viewed only through a player
licensed to use corresponding descrambling algorithms. This frustrated both legal (for instance, copying selected
portions of a movie for discussionin film classes) and illegal uses of the medium. In addition, it was initially not
possible to view DVDs on computers running the Linux operating systembecause licensed DVD players were not
available for Linux. In 1999, Jon Lech Johansen and unidentified associates developed a program commonly known as
DeCSS that defeated CSS encryption, allowing direct access to the disc’s digital video. Johansenwas charged with
violation of Norwegian economic crime laws. He was eventually acquitted and went on to develop and post software to
circumvent Apple’s DRM, FairPlay, for online music, becominga controversial symbol of resistance to DRM control
technology.

B Audio CDs initially had no copy protection. As technology for “ripping” CDs and transferring music to computers
became commonplace, some music publishers turned to DRM to prevent widespread copying and redistribution. One
such company was Sony BMG. In 2005, Sony began adding DRM to its music CDs to control playbackon Windows
PCs. Sony’s CDs installed software to the PC, sometimes without a user’s consent or knowledge. When Sony’s DRM
was found to interfere with the operation of some other programs and to open users’ computers to potential security
breeches, a series of legal challenges arose that included class actionlawsuits and actions by individual states alleging
violations of laws banning the deployment of “spyware.” Sony’s attempts to remove the software from affected
machines exacerbated the problem when it was reported that their initial uninstall program did not remove the
offending software and may have further compromised computer security. Sony ultimately recalled all CDs on which
the DRM software (XCP/MediaMax) had beeninstalled and offered refunds to consumers. Sony has since abandoned
effortsto protectits CDs with DRM and, as of this writing, no other major distributor is using DRM on its audio CDs.

B DRM was applied to the sale of music on the Internet. Microsoft, for instance, embedded DRM in the Windows
Media Audio (WMA) format used for playback of downloaded music on its Zune players and Windows PCs. Sony
developed aproprietary format for its music, as did Apple for the music provided through its populariTunes store.
Apple’s DRM format, known as FairPlay, limited users’ ability to copy purchased music to five computers, though it
could be copied to an unlimited number of iPods. In contrast to open standards such as advanced audio coding (AAC)
or MP3, the proprietary formats of Microsoft, Sony, Apple, and others are not interoperable: music files that play on
one device generally do not play on others. This generated consumer dissatisfaction, spawned attempts to crack the
DRM, and encouraged other vendors, such as eMusic, to provide music in an open format. In response, seveal Internet
music providers, including Apple, eventually discontinued the use of DRM.

The application of DRM copy/access controls to digital media, as these examples suggest, has often produced unhappy
consumers. Such restrictions sometimes interfere with legitimate uses of media and, worse, may degrade the
performance of the user’s playback device. It has been estimated that the presence of DRM controls creates processing
overhead that “can cut the battery life of MP3 players by 25 percent” (Center for Democracy and Technology 2006,
20). Evenin the absence of these effects, such restrictions frustrate the expectation of flexibility in copying, editing,
and remixing media that have become hallmarks of the digital revolution. People realize that such flexibility in all
forms of digital media is possible and they resent and resist restrictions on these freedoms.

On the other hand, digital “freedoms” clearly do notimply a right to freely appropriate copyrighted media. As
copyright owners continue to press for effective ways to protect their property, they face afundamental challenge: it is
extremely difficult to develop and maintain a system of DRM that is free from attack by determined “crackers.” As
Apple’s former CEO, Steve Jobs, commented in an open letter on the subject, “there are many smart people in the
world, some with a lot of time on their hands, who love to discover [DRM]secrets and publish a way for everyone to
get free (and stolen) music” (Jobs 2007). These challenges spurred another attempt to defend traditional copyright
protections, the Digital Millennium Copyright Act.



The Digital Millennium Copyright Act

The Digital Millennium Copyright Act (DMCA) is an extensionto U.S. copyright lawenacted in 1998. The act
responded to rights holders’ concerns about media piracy and also implemented provisions of the 1996 World
Intellectual Property Organization (WIPO) treaty that required revisionsin the copyright laws of signatory nations,
including the United States. The DMCA contains a number of provisions that directly affect the wo rk of digital media
professionals: it clarified the permitted copying of digital media by libraries, archives, and educational institutions; it
limited the liability of Internet service providers (ISPs) for copyright infringement by those who use their ser vices; it
criminalized the circumvention of DRM control measures evenif no other violation of copyright protections occurred;
and it outlawed the creation and distribution of any “technology, service or device” intended to circumvent a
“technological measure that effectively controls access to a work protected by [copyright]” evenif such devices were
not actually used to violate copyright (U.S. Copyright Office 2007, 237).

The DMCA is controversial. Infact, the actis a virtual case study in the clash of traditional interests, rights, and
legislation with the challenges posed by a revolutionary technology. Stakeholdersin media, such as the software,
entertainment, and publishing industries, have welcomed the law, while many librarians, researchers, and p ublic
advocacy groups have opposed it (UCLA Online Institute for Cyberspace Law and Policy 2001). The various provisions
of the DMCA raise practical issues of direct concernto multimedia developersin their daily work as well as
professionally significant social and legal issues. Among these are the following:

B Potential Abuse of Copyright Claims: ISPshave a strongincentive to immediately remove media from websites they
host as soon as a copyright holder notifies them of an alleged violation. Thisis because their exemption from liability
for copyright infringement under the provisions of the DMCA depends on acting “expeditiously to remove, or disable
accessto” the offending material as soon as they are notified of a copyright infraction (U.S. Copyright Office 2007,
155). The notification process is usually simple and no independent determination of the legitimacy of the claim is
required for the ISP to take action. This provides media creators and other owners of copyright with a straightforward,
practical way to respond to violations of their rights. On the other hand, a website may be disabled simply because an
infraction of copyright has been alleged, whether the allegation is true or not. Although the actalso providesfora
counter-notification denying that the media is being displayed in violation of copyright, many ISPswill followthe safer
course of removing disputed material. This opens the door to frivolous or malicious attacks on websites and other
multimedia applications where no copyright violation has actually occurred.

B Fair Use: The framers of the DMCA were concerned with balancing copyright protections with the exemptions
embodiedin fair use. They explicitly indicated that nothing in the act was to affect “limitations, or defensesto
copyright infringement, including fair use” (U.S. Copyright Office 2007, 238). However, many critics have alleged that
the law undermines legitimate fair uses of media by essentially allowing copyright holdersto place an unbreakable
lock on their content. Under the DMCA, it is illegal to circumvent an electronic protection. Thus, media that otherwise
couldbe copied for such fair use purposes as research, criticism, or news reporting, could be rendered inaccessible
through DRM. In anticipation of this problem, the act also defined a process for granting exemptions from the
circumvention prohibition. An exemption made in 2006, for instance, permitted educational libraries and media
studies departments to circumvent DRM protections of audiovisual works for educational purposes. Critics note,
however, that such specific exemptionsfail to address other potentially fair uses of content that has been protected by
DRM. Fair use has alwaysbeen an ambiguous area of the law and its practical meaning has been determined by court
decisions. DRM, enforced through the DMCA, may effectively curtail this process of testing and revising
understandings of acceptable uses because it precludes the presumptive fair use in the first place. For instance, a
music critic could not make a potential fair use of a small portion of a DRM-protected song without violating the
DMCA. Thus, legitimate challenges to fair use restrictions may never make it to court. In Free Culture, Lawrence
Lessig argued that this amounts to substituting computer code and the “judgment” of a machine for law and the
reasoned analysis of a judge (Lessig 2004, 148, 152). Further, he pointed out that DRM software, created under the
direction of media companies, may regulate users, and limit their creativity, in ways that have nothing to do with
copyright at all. He notes, for instance, limitations on the use of eBooks by Adobe, including denying permission to
copy, lend, or give away works that are actually in the public domain (Lessig 2004,148-153).

B Research: The DMCA prohibits circumventions of the electronic protection measures designed to prevent violations
of copyright. Thusitis illegal to disable such protections evenif noillegal use is actually made of the media they
protect. While the law does provide exemptions to this prohibition for research purposes, critics have argued that
those exemptions are so narrowly defined that they hamper both research and freedom of expression. The arrest of
Dmitry Sklyarov and the prosecution of ElcomSoft, discussed previously, are often cited as instances of the chilling
effects of the DMCA on research. Ina number of other cases, faculty and students have been threatened with
prosecution under DMCA for publicizing the results of their research on DRM. Atleast one tex tbook suffered a delay
in publication because of fear of prosecution under the DMCA (Electronic Frontier Foundation 2006).

B Creative Expression: As we have seen throughout our study of modern multimedia, the digital computer has
transformed the conditions of creating and using media. Easily learned media-specific software enables individuals to
readily express themselves through text, sound, images, videos, and animations. Authoring software makes it possible
for nearly anyone to combine media and add various forms of interactivity. These capabilities have opened new fields



for creative expression, and a generation of computer users is emerging that expects to fully expressitself using these
tools. Asa study by the Center for Democracy and Technology has commented:

“Digital technologies and open computer architectures can empower individual consumers to be much more than
passive consumers of media. ... In a world in which people increasingly express themselves through rich media, they
will want the ability to quote, comment, and editorialize on and through all kinds of media in the same way they have
historically been able to do with text” (2006, 17).

While acknowledging the continuing importance of copyright protections, some critics have warned that measures like
the DMCA are tipping the balance against creativity. Lawrence Lessig, for instance, argues that the digital technology
that underlies new creative possibilities can also support unprecedented forms of stifling controls. Digital restrictions,
embodiedin DRM, can be combined with automatic monitoring of millions of websites to effectively enforce ever -
stricter interpretations of copyright. The widely reported, aggressive enforcement activities of organizations such as
the Recording Industry Association of America (RIAA) make it clear that an individual’s use of media can already be
effectively monitored. This may well have a chilling effect on creative expression. As Lessig notes: “We’re building a
technology that takes the magic of Kodak, mixes movingimages and sound, and adds a space for commentary and an
opportunity to spread that creativity everywhere. But we’re building the law to close down that technology” (Lessig
2004, 47). These new conditions of creative expression, and potential repression, will require a continuing dialogue
about both the limits of fair use and the implementation of DRM. The work of multimedia developers, both amateur
and professional, will continue to help shape, and be shaped by, this crucial debate.

The continuing controversy surrounding the DCMA reflects the fundamental challenges implicit in DRM as an
access/copy control technology. Onthe one hand, it appeals to copyright holders as a defense against digital piracy. On
the other, it potentially undermines fundamental individual rights and social interests. And, perhaps most
significantly, it may be unworkable in a world in which digital technology provides not only the toolsto createlocks for
copyrighted media, but also the keysto the locks. Itis still very difficult to prevent determined crackers from disabling
DRM. A combination of social, legal, and market forces will determine the future of this aspect of digital rights
management. Restrictions on the use of digital media may alwaysbe a necessary component of co pyright protection.
But this form of DRM has been described as just its “first generation” (Iannella 2001;Jamkhedkar and Heileman
2005), and whatever the fate of copy/access control, thisis only half the story of digital rights management. Implicit in
the use of digital technology to manage intellectual property rightsis another strategy and another generation of DRM.
This “second generation” of DRM will still be concerned with protecting the rights of creators, but it may also support
a freer flow of copyrighted media and new opportunities for both creators and users to benefit froma wider
distribution of copyrighted work. Digital watermarking is one of the DRM technologies offering evidence of these
possibilities.

DRM and Digital Watermarks

Digital watermarksare alterationsto a media file that encode information about the file. This information typically
includes identification of copyright ownership, but many other types of information such as a creator’sidentity, a
purchaser’sidentity, a record of copyright transfers, and even the chain of distribution of media such as images, music,
or video broadcasts canbe included. Digital watermarking takes its name fromthe background images traditionally
added to stationary, paper money, and printed documents to identify the producer or deter counterfeiting. Unlike their
traditional namesakes, digital watermarks are usually hidden from users. The basic strategy is to add digital data to
image or audio filesin waysthat cannot be readily altered and do not impact the display or performance of the media
itself. Special-purpose hardware or software is then used to reconstruct the hidden information. Basic watermarking is
readily available in image-editing programs such as Photoshop, which can read or add watermarks. Creators can also
watermark image, audio, and video files, as well as PDF documents, using a growing array of commercial and home-
use applications.

Watermarkingis often used for copyright enforcement. According to the Digital Watermarking Alliance, watermarks
are now found on “billions of audio, video, image and print objects and hundreds of millions of watermarked enabled
applications” (n.d., 1). Digital watermarks can be preserved through unlimited copies and caneven persist through
conversionfromanalogto digital form. They can also be distributed (“wallpapered”) through media in ways that
preserve information for parts of the original, making it possible to identify the origins of details or crops fromimages
or sounds. Web crawlers canbe used to search forillegal use of images and other media on the Internet. This
information can then be used in legal proceedingsto recoverlost revenue and deter further violations. In these
respects, watermarking is similar in purpose to DRM copy/access controls, but watermarking does not usually
compromise the performance of the media, introduce surreptitious software on the user’s machine, or limit the uses
that may be made of the media. Of course, watermarking alone also fails to directly prevent unauthorized uses.

In addition to its role in the defense of traditional copyright, however, digital water-marking can also serve as a
componentin a broader form of DRM in which the management of copyright canlead to new models for the use of
digital media. The key to this broader application of watermarkinglies in the use of embedded information to trigger
other actions. For instance, the reading of a watermark may trigger an update to a database that tracks media usage or
it may trigger activation of a link to related content or services. This second generation of DRM is not yet fully



developed. Its elements, partially implemented in a number of independent applications, have been variously
described (Iannella 2001; Van Tassel 2006). The general functions of those elements include the following:

B Rights Description, Validation, and Record Keeping: A system, ideally in a standardized, interoperable, and open
language, to describe the rights associated with a given media item. There should also be a way to validate the claim of
copyright (for example, by access to centralized rights databases) and maintain its currency. Information

encoded through digital watermarks could also help to resolve the problem of “orphan copyrights,” protected works
whose owner’s identities have been lost. Since the watermark can be a permanent feature of the media, subsequent
conversions and editing would not result in loss of the identity of the rightful copyright holder. And, because a
watermark can be preserved throughout the process of conversion from digital to analog and from analog back to
digital, it also offersa solution to the problemof the “analog hole.” The analog hole is the vulnerability to copying
and piracy that occursbecause digital images and sounds must be converted to analog format to be experienced by
humans. These unprotected signals can then be sampled to produce a new digital file that is free of original
copy/access controls. Files with digital watermarks, however, will preserve the identity of the rightful copyright owner.

B Media Access: A system supporting identification and access to relevant available media. This may be thought of as
a “virtual repository” through which media available for use by others and stored on widely dispersed computers could
be accessed through standardized, interoperable procedures.

B Trading: A means of exchanging payment for specific rights to use media items. Once identified through an access
system, a photo, for instance, would have an associated listing of rights holders, rights available for purchase, and
perhaps related information such as the number of times it has been licensed for use. Different rights (to display or
make a derivative work, for instance) and different conditions of use (profit, nonprofit, low-resolution, high-
resolution, etc.) may be tied to a variable pricing structure. Users can then select their options and make payments
automatically to rights holders (as well as to others, such as the providers of the permissions services). Proponents of
digital watermarking also note that watermarks can serve as links to related content, thus adding to the functionality
and value of the media element.

B Implementing/Monitoring Rights Usage: A systemto ensure that purchased rights are delivered and that uses are
consistent with the conditions of purchase. For example, media may be encrypted or otherwise “wrapped” to permit
delivery only under certain conditions such as playback on designated software, time limits for availability of the
media, or limits on the number of times it may be used. Uses may be monitored to ensure compliance with specific
rights transferred.

B Tracking: A means of determining and recording actual conditions of use for purposes of providing strategic
informationto others. Forinstance, a TV broadcast network may want information on the actual use of feedsto
subsidiaries to better plan its marketing strategies.

The Benefits of Second-Generation DRM

First-generation DRM focuses on the use of digital technology to prevent copyright violations. It seeks

to protect traditional rights and practices by limiting the very capabilities that define the digital revolution: the ease of
copying, editing, recombining, linking, and transmitting media of all kinds. This “prevent and protect” strategy is very
likely to fail. Tt attempts to forestall the full implementation of the most significant revolutionin publishing, and in
communications generally, since the printing press. The digital revolution threatensto roll right over first-generation
DRM: crackers worldwide will continue their assaults on electronic protections and grandmothers worldwide will
continue to add clips of their favorite music to slideshows of their grandchildren—and post it all to the Web. These
facts do not condone violations of copyright, especially those thefts of the creative work of others intended to bring
profit to perpetrators. But they do suggest the need for a different approach to copyright inthe age of digital media.

Second-generation DRM suggests a different course, one that may move the technology of digital rights management
beyond the emphasis on “prevent and protect” to something closer to “respect and promote.” Experiments in new
models of publishing music, for instance, have produced some surprising results. Magnatune is a publisher of
electronic music that distributes works by independent artists. The artists receive 50% of the selling price. Albums
have a suggested price and a minimum price. The buyer decides what to pay. In an interviewwith USA Today, founder
John Buckman reported that the average amount paid exceeded both the minimum and the suggested price.

Buckman concluded that consumers were willing to pay more for music that they liked when they knewthat artists
were benefiting significantly from the sale (Maney 2004 ). But Buckman has taken this new approach to distributing
music further. Magnatune encourages distribution of its music to a limited number of friends, allows royalty-free use
of some music for noncommercial podcasts, and provideslinks to quickly purchaselicenses for other purposes.

Another experiment in new ways of distributing music took advantage of the very peer-to-peer (P2P) networks
targeted in many enforcement actions by the music industry. A distribution service called Weed encouraged custo mers
to download its music and pass it along to others. On this model, copyright owners submit their work to an



independent content provider (ICP) who verifies copyright ownership and then has the material packaged using
Weed’s proprietary DRM encryption. A consumer downloads the file and can play it three times. On the fourth
attempted play, the consumer is given the optionto purchase the file. Those who do make a purchase can then copy
the file to a limited number of computers and also burn a copy to CD. The novel element is that they also can share the
file with anyone. Individuals who receive the file can then play it three times, at which point they, too, may purchase
the file. Every purchase resultsin a 50% payment to the copyright holder. But each previous purchaser also receivesa
percentage of the purchase price. This provides a financial incentive for sharing music with those who are likely to
purchaseit.

As 0f 2008, Weed had suspended operations after approximately 4 yearsinbusiness. Company o fficials cited
incompatibilities with new versions of the Windows operating system (Vista) and Windows Media Player. They
indicated that operations might resume if they were able to “rebuild using a more open media format that will be
playable on all computer platforms: PCs, Macs, portable devices, and cell phones” (Beezer 2007). The Weed
experiment thus demonstrates both the innovative models that can be supported by DRM and also the importance of
open standards and interoperability to the successful deployment of these new models.

Successful development of second-generation DRM systems will require addressing issues such as open standards for
DRM-enabled media access. Many other challenges, both technical and legal, will undoubtedly need to be overcome.
But the potential benefits of the technology are significant. Today, it is often very difficult and expensive to secure
copyright permissions to use existing media in new multimedia applications. In many cases, the owner or owners of
copyright are not easily identified. When multiple owners are involved, itis time consuming and expensive to
negotiate costs with each party. Often, holders of copyright demand large payments for relatively modest uses of their
media. And recent extensions in the period for which works are protected by copyright and other changes in copyright
law have further limited access to media. In 1973, the average time for which a work was protected by copyright was
32.5years. After that time it entered the public domain and was available for use by other creators. Today, the average
period of copyright protection has nearly tripled to 95 years, making it more important than ever before to find
efficient and economical ways to use copyrighted media (Lessig 2004, 135). A system for managing rights to media
that providesready identification of owners, a searchable database of available content, flexible permission and
licensing options, automated secure payment to copyright holders, and a means of automatically monitoring and
tracking media use is likely to benefit creators, copyright holders, and the innovators who develop new models and
methods for the exchange of creative content.

Two nonprofit organizations that are movingin this direction are Creative Commons (CC) and the Open Source
Initiative (OSI). Founded in 2001, Creative Commonspromotes the sharing of creative works through an easy -to-
use, web-based copyright licensing program. There are six main types of licenses with varyinglevels of restrictions.
Copyright owners select the specific terms of use they prefer for their works. All Creative Commons licenses require
users to acknowledge the original author. The least restrictive license permits users to copy and distribute works for
both commercial and noncommercial purposes as well as to create and distribute derivative works. The most
restrictive license only permits noncommercial copying and distribution of unaltered original works.

One goal of Creative Commonsis to help individuals share their “knowledge and creativity with the world” by
developing and supporting a “legal and technical infrastructure that maximizes digital creativity, sharing, and
innovation” (Creative Commons 2012). Another goalis to encourage the creation of a common digital culture in which
creative works are readily available for use by others. As CC states: If you’re looking for content that you can freely and
legally use, thereis a giant pool of CC-licensed creativity available to you. There are hundreds of millions of works—
fromsongs and videosto scientific and academic material—available to the public for free and legal use under the
terms of our copyright licenses, with more being contributed every day” (Creative Commons 2012). Although Creative
Commons does not maintain a database of CC-licensed works, they are easily found through standard search engines
and at media repositories such as Wikimedia Commons, Y ouT ube, Google Images, Flickr, and Jamendo.

See http://creativecommons.org for additional information.

Common Search Query strategies include:
« Put“ “ around the required string of text.

 Use + torequire a termin the results.

Example: +sunset +”CC license” +image

Another approachto the challenge of managing ownership of digital material is notto own it at all. The Open Source
Initiative operates as a standards body to promote development, distribution, and maintenance of open source
software. There are three key features of OSI software. The firstis free redistribution: an OSI license cannot restrict
others fromredistributing the software and all subsequent recipients are bound by the same condition. Thus, while
one party may choose to sell an OSI product, anyone who receivesitis also free to sell it, effectively eliminating any
monopoly control. Second, OSI products provide access to the program code (or source code) thus making it possible



for others to modify the application. Finally, an OSI license must allow others to create derivative works, thatis, other
software based on the original code. These new products, in turn, must also be subject to free redistribution. OSI
licenses differ radically from common commercial practice, which typically provides alicense for individual use only,
with no rights to modify or redistribute the software. By contrast, open source multimedia applications such as Gimp,
Audacity, and Blender are free to download and use. Upgrades to the software are generated through fellow
programmers and redistributed for free. The OSI community of programmersis dedicated to developing robust
software and sharing it with a wide community of users. See http://opensource.org for additional information.

These two programs, one to support reuse of digital media, the other to foster community development and use of
freely redistributed applications, address some of the challenges of digital ownership in a networked society where bits
travel fast and free. Inthe spirit of second-generation DRM, Creative Commons Licensing and Open Source Initiative
programs offer new models to publish, share, and promote digital content while at the same time respecting creative
authorship.

Giventhe character of digital media and the capabilities of computers, the expansion of digital rights management is
nearly inevitable. Keeping up with the transformationsin the definition, uses, and protection of copyrighted media will
remain an important professional concern for multimedia developers for some time to come. The various waysin
which developersinteract with the issues of copyright also illustrate key elements of professional responsibility. For
instance, the “self principle” of the ACM/IEEE code implies the need for professionalsto stay informed of changes in
copyrightlawand practice. The “colleagues principle,” to be “fair to and supportive of,” colleagues suggests the
importance of clearly defining copyright ownership for work produced in the course of a project. The “Product” and
“Management” principles both suggest the need to seek and properly document copyright permissions. Finally,
developers’ obligations to the profession and to the public imply a professional responsibility to increase awareness of
copyright issues affecting not only the practice of multimedia development but also society atlarge.

12.5 Conclusion

This chapter examined the meaning of professional responsibility and explored a specific issue, copyright, that is
central to the work of virtually all multimedia developers. But the range of potential professional issues extends far
beyond copyright. One clear indication of the importance of considering these issues is the attentiongivento
multimedia development by other professionals, individuals who, in the course of exercising their own professional
responsibilities, have directed their attention to multimedia products.

Asnoted at the beginning of the chapter, one way of highlighting the need to consider professional issuesin
multimedia development is the public controversy surrounding video games. In the United States, both the American
Psychological Association and the American Medical Associationhaveissued reports on the behavioral and health
implications of video games. Psychologists and physicians have raised concerns about a variety of health effects. These
include specific physical symptoms such as epileptic seizures and “musculoskeletal disorders of the upper extremities
and increased metabolic rate” (Kahn 2007, 3). More frequently, however, the concerns focus on possible psychosocial
and behavioral effects including video game overuse or addiction, social isolation, and increased violence and
aggression. Parents, religious leaders, and legislators have raised similar issues. The development of arating system
for video games was one effect of these widespread public concerns.

On the other hand, professionals and others have often noted the potential benefits o f video games. In addition to their
rolein providing entertainment and diversion, gameshave been lauded for a range of other benefits. They have been
used for military training, health education, and the treatment of phobias. One study found a positive e ffect of game
playing on the development of surgeon’s skills (Dobnik 2004 ); other studies have noted the social engagement and
bonding provided by multiplayer online games (Taylor 2006). Some have argued that playing violent games actually
has the positive effect of releasing tension and aggressive emotions. And many educators are convinced that the
immersive, interactive characteristics of video games hold great promise for learning (Gee 2007; Glazer 2006).

The video game controversy, like the issues surrounding copyright, will be with us for some time; advocates and
detractors alike insist on the need for further long-term experience and study. Whatever the outcome of debates such
as these, one thing is clear: the revolutionary technologies of modern multimedia will continue to generate significant
social effects and widespread public interest. Itis important that the voices of those who are creating multimedia
productsbe a part of the discussion. As participantsin an emerging profession, developers must define the codes of
professional responsibility that lend authority to their voices. Professional values begin with individual competence
and integrity; widen to supportive, respectful relationships with colleagues; then widen further to include obligatio ns
to the professionitself and to the well-being of society asa whole. The early pioneers of multimedia envisioned a world
made better through a remarkable technology. Modern multimedia developers nowwield creative tools that their
predecessors could only imagine.

What kind of a world will they build?
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Review Questions

1. What constitutes a profession? Identify members of a multimedia development team who may already have
professional codes to guide them.

2. Whatis a professional code of ethics? Identify and briefly explain three elements of the ACM/IEEE code of ethics
for software engineers that apply to the work of a multimedia developer.

3. Why must multimedia professionals be knowledgeable about copyright law?

4. What is the basic requirement for content to receive copyright protection?

5. What are the five major rights of a copyright holder?

6. How long does copyright protectionlast?

7. What is the distinction between copyright and patent? Would a multimedia product be patented? Explainyour
answer.

8. What is the distinction between fair use and public domain as exceptions to copyright protection?

9. What is digital rights management? Why did Sony feel it was necessary to use DRM technology?

10. What are the main provisions of the Digital Millennium Copyright Act?

11. Identify and explain two practical issues raised by the DMCA for multimedia development.

12. How can digital watermarking solve the problem of the analog hole when it comesto copying and distributing
portionsofa DVD?

13. Explain the basic distinction between first- and second-generation DRM.

14. Explainhow Creative Commons licensing or the Open Source Initiative demonstrates the goals of second-
generation DRM.

Discussion Questions

1. Research a current computer game such as Manhunt, EverQuest, or World of Warcraft. If youwere a key member
of the development team that created that game, what specific principles of professional ethics would guide decision
making foryou as a graphic artist, an interface designer, or a project manager?

2, Study the ACM/IEEE code of ethics and identify the principle or principles that would address the following
situations. What would be the “right” decisionregarding each situation?

a. Your project manager tells you not to create interface controls that allow the deaf and blind to use the multimedia
application because they won’t be part of the target market.

b. Your project manager wants all math tutorialsto have equal representation of males and femalesin the animation
sequences.

c.As anew hire, you misrepresent your ability to write programming sequences for an instructional application in
orderto getan increasein pay.

d. As a multimedia writer, youdevelop adialogue for an online video game that includes suggestive and offensive
language.

e. Youdownload Adobe Creative Suite from BitT orrent for a staff of three because your graphics department didn’t
budget for upgrading the software.

f. Asthe product manager, youloosely manage the timeline for completing a project so you can charge the client more
for the application.

g. Youuse your lunch hoursto manage your avatar on Second Life and develop a virtual store that sells sportswear on
your employer’s network.

h. Youprogramthe code for a game that gives extra points for shooting young women.

i. Youuse the employer’s Internet connection to send previews of a new game interface you are developing to your
friends.



j. As videographer, you film aggressive behavior toward children for a video action game.

k. You attend the SIGGRAPH conference every year to identify newtrends in multimedia applications.

1. As an animation specialist, you frequently give guestlectures at the area community college’s art program.

m. Youfreely use the drawings froma graphic artist in your animation series without her approval.

n. Youare the audio specialist for a new instructional application during the day and call in sick every Friday morning
so you canwork at your friend’s startup web company as their sound engineer.

0. Youwrite the dialogue for a new first person shooter game that is directed at identifying and shooting police officers
in a large city.

3. Ifyouarehired to create original graphics for a multimedia project, canyouuse those graphics on your personal
consulting projects? Explainyour answer.

4. Multimedia development is a global enterprise. Research the laws governing intellectual property ina foreign
country of your choice. Report your findings and relate them to the basic protections of U.S. copyright law.

5. Research the Copyleft movement (http://www.gnu.org/copvleft/). Report the basic principle of this movement. Do
youthink this could be an alternative to DRM? Explain your position.

6. Your friends want you to join in the production of a home video to showcase your snowboarding ability. The
background music will be a popular rap song. Can youincorporate the entire song, or any portion of the song, in this
video that will be uploaded to YouTube for public viewing? Explainyour response.

7. Ifthe first sale doctrine applies to the textbook you purchase at the bookstore, why doesn’t it apply to the eBook you
purchase at Amazon?

8. Research and report on the current status of DeCSS strategies. Take a position on the use of such techniquesto gain
accessto video contenton a DVD.

9. Critics of DMCA report that the act effectively undermines the doctrine of fair use. Explain why they might feelthis
way. Do you agree with this assessment?

10. Research and report the purpose of Creative Commons (http://creativecommons.org/). Do you think the Creative
Commons licensing programis a solutionto any of the problems that critics identify with DRM?

11. Adobe Photoshop provides a means to digitally watermark your image creations. Research and report other
software applications that offer the same watermarking capability.

12. If youdigitally watermark the home video you created in question 6 to showcase your snowboarding skills, what
benefits might youreceive once the video is posted on YouTube?

13. Some would argue that the age of copy protection for intellectual propertyis over. Copyright inthe digital age can’t
be enforced, lacks strength, isn’t respected internationally, and restricts creativity. As amultimedia developer and
creative artist, take a position on the status of copyright lawin the digital age.

14. Research and develop a position on a social issue that you think multimedia developers will need to address to
secure the future of their work. Relate your position to the code of ethics presented in this chapter and Appendix C and
to current developments in multimedia applications.



http://www.gnu.org/copyleft/
http://creativecommons.org/
https://www.safaribooksonline.com/library/view/an-introduction-to/9781449688394/appendixC.xhtml

CD Data Format and Disc Standards

CD Data Format

Compact discs use a special format to encode digital data. Thereis not a direct correlation between a bit and a pit in
optical storage. Optical drive optics are not sufficiently precise to read and interpret each individual pit as a bit. Laser
beams are focused into a spot approximately 1 micronin diameter so they can miss pits that are 0.83 microns wide.
The solution was to devise a coding scheme that bundles user data with error correction and synchronization data into
a symbol called a channel bit. Laser beams read transitions between these symbols. CD drivesinclude code to interpret
these channel bits on playback. The coding scheme for CD-ROM data is called EFM (eight-to-fourteen modulation).
Each channel bit groups an 8-bit character into a 14-bit symbol. EFM codes include 267 symbols, sufficient for the 256
possible combinations of 1sand os in a byte. EFM decodersbuiltinto every CD-ROM player convert light modulations
produced by the symbolsinto a binary data stream and discard extraneous bits to report only the actual 8-bit data
item within the 14-bit symbol. The transition between symbols could still be difficult to perceive by the laser, so three
additional merge bits are added to ensure that the laser can focus on transitions between closely positioned channel
bit symbols. The final result is that twice as many bits are needed to report a byte of data. This may seem like a waste
of potential storage space, however CDs record 43,000 bits perinch, so ample bits exist to package 8-bit data with 9
extrabits of wrapping.

Optical Data Format Summary

Group of 14 bitsforms a channel bit symbol.
Symbols are separated with 3 merge bits.

Group of 588 channel bits forma frame.

Group of 98 frames form a sector.

A Brief History of CD Standards

Before the full potential of optical storage could be realized, standards for the physical disc, data formats, and
specialized optical drives were needed so all computers could address and display data uniformly. Current computer
optical storage technologies derive from standards first established by the music CD industry. This brief history shows
how technology borrows from existing science, adaptsit for the needs at the time, and creates standardsto promote its
widespread use.

Industry standards are articulated in a series of books that are known as the Color Book Standards because each book
has a different color cover. Philips and Sony defined many elements of the first standard when they created the audio
CD. These include:

B Disc size fixed at 120 mm with a 15-mmcenter hole and 1.2-mm thickness. This physical standard has not changed
and allows all CDs to fit into any drive.



B Datarecordingmethodin a long continuous spiral track.
m Dataread method at a constant transfer rate (constant linear velocity, CLV).

m Data formatsto ensure high fidelity and accuracy. A unique form of encoding data added extrabits to the data string
for error checking and correctionif the surface of the CD was damaged.

m CD storage capacity. The disc could hold 74 minutes of digital music at a 44.1-kHzsample rate and 16-bit sample
size.

These standards were formally adopted in the Red Book, which continuesto define CD-Digital Audio (CD-DA)
formats.

Philips and Sony soon recognized that the CD was ideal for recording and distributing growing volumes of
computerized data. In 1984, the Yellow Book standard defined new formats for recording data. Data is alphanumeric
and organized in frames and sectors with more stringent error correction code. This additional code was necessary
becauseif even1 bit of data is lost due to surface damage, the entire data item is compromised. The Yellow Book
standard required additional error detection/correction code to preserve data integrity. It also included standards for
adding audio and video to the disc by defining two modes for storing different types of data. Mode 1 contains more
error correction code for the alphanumeric data and executable files. Mode 2 requiresless error correction code for
graphics, video, and audio data. The Yellow Book standard introduced the possibility of including different ty pes of
media ona CD.

The Green Book standard defined a proprietary disc knownas CD-I (compact disc interactive). Philips designed the
CD-I standard in 1986 as an extension of the Yellow Book, but added proprietary hardware and software to play back
interactive multimedia applications. The disc not only contained multimedia data, but also the software required to
viewthe application. CD-I filled a gap in microcomputer development. PCs did not have operating systems or
hardware capable of playing true multimedia applications in the 1980s. Today, CD-I technologyis no longer necessary;
however, several important advancements were articulated by the Green Book standard. In particular, CD-I allowed
data tracks to be interleaved so the computer could play a unified multimedia application. Interleaving alternated
audio and graphics data to facilitate their integrationin animation and video playback.

Philips and Sony established the Orange Book in 1992. These standards transformed the CD from a read-only format
to a write-once, read-many format. The Orange Book defined the multisession CD. Rather than record the entire CD in
one session, a CD now contains blocks of data written at different times, each with its own separate track table of
contents (TTOC). The Orange Book also defined the physical structure of the recordable CD as well as how the data
areas on the disc are used.

Additional standards appeared in the form of Blue and White Books. The Blue Book was published in 1995 to require
the first track of a multisession disc to be CD-Audio format and the second track to hold computer data. The White
Book defined a specialized disc that contained the CD-I application and video CD for playback on CD-I players.

The Color Book history is not unique; it reminds us that our current multimedia developments derived from industry-
specific efforts to capture and record digital media. The CD-DA set the foundation for optical storage of digital music.
Future developments added interactive multimedia and the ability to write our own multisession CDs. Without these
standards, we could not play music CDs in every player or use a CD-R disc in any computer.



The Scanning Process

Scanning typically involves six major steps: selecting the part of the image to be scanned, setting color mode, setting
spatial resolution, specifying output dimensions, making adjustments to image quality, and executing the scan.

Step 1: Selecting the Image Area

Scanning software includes a previewmode in which the scanner makes a rapid pass over theimage and createsa low-
resolution preview. Once the previewis on screen, the user outlines the area to be scanned by dragging a rectangle
around it. Thisis the only part of the image that will be captured when the scan command is given.

Step 2: Select Color Mode

Color mode s the type of image to be produced. Typical options are line art or black and white bitmap, grayscale, and
color. Selecting a color mode sets the color resolution of the image (the number of bits assigned to each pixel). Line art
images use 1 bit; grayscale images use 8 bits. The bit depth availablein color mode varies with the capability of the
scanner (24, 30, 42, or 48bit, forinstance).

The flatbed scanner is the type most often used in multimedia production. These are similar to copy machines. Images
or objectsare placed on a glass surface. Alight and scanhead move beneath the glass and the reflected light produces
the different voltages used to encode the image as a digital file. Flatbed scanners ofteninclude adaptersto capture
transparent media such as 35mm slides. Additional scanner software settings include:

B Exposure adjustmentsto reduce shadows or introduce highlights.

B Halftone patterns to apply to line art images. As in traditional printing, computers create line art images through
different combinations of black and white dots. Different image effects can be achieved with different patterns (fine
dots, vertical lines, horizontal lines, diffused patterns, etc.).

m Descreeningis an image adjustment that compensates for scans that pick up the linescreen pattern of a printed
image. The interaction of the scanner and the original linescreen may produce a wavy or rippled effect sometimes
called a moiré pattern.

Step 3: Set Spatial Resolution

Spatial resolutionis the number of pixels that will be created for each square inch of the image (ppi). Thisis usually
called resolution in scanning software.

In general, resolution should be set to match the intended output device. Imagesto be displayed on monitors might be
set to 72 ppi, whereas a resolution of 300 ppi or more would be used for printing.



Step 4: Set Output Dimensions (Scaling)

Scanning software allows users to scale the output dimensions of images to produce either larger or smaller versions of
the original. Scalingis important because an enlargement made at the time an image is scanned is usually better than
one made after scanning. In effect, the scanner can do better enlargements because it has the original image at hand.
Tryingto enlarge the image after a scan will either spread the existing pixels or require resampling, a processin which
the editing software interpolates values for new pixels. Either approach can significantly distort the image.

Step 5: Make Image Adjustments

A variety of image adjustments are usually available. These include position changes (rotate right, rotate left, mirror),
sharpening, changing color ranges, adjusting exposure, setting different halftone patterns, and descreening.
Sharpening accentuates divisions between different colors and helps to reduce the blurriness of scanned images. Use
sharpening with care;too much sharpening distortsimages. Changing color ranges allows users to shift the amounts of
particular colorsin the image. These shifts are sometimes used to correct defectsin the original (for instance, a
yellowed photo) or for artistic effect.

Step 6: The Scan
Once the selection, color mode, resolution, output dimensions, and adjustments have been determined, the image is
ready to be scanned. Givingthe scan command causes the scanner to make a much slower pass or, in some models, a

series of passes over the selected area to create the higher-resolution final image.

This step oftenincludes options for the destination of the final scan—scanto an open application, to a particular
location on the hard drive, or to CD, for instance.

Scanning Tips

The following suggestions can improve the efficiency and effectiveness of scanning.
B (Clean the glass. Dust produces speckles on scanned images.

B Usehigh-quality originals. Store originals carefully.

B Scanat the highest spatial resolutionyou will need (forinstance, 300 ppi for printing). Bitmapped images canbe
reduced in size (downsampled) without loss of quality, but adding pixels (upsampling) will degrade the image.

B Toproducealargerimage than the original, scale during scanning. The scanner will do a better job enlarging an
image than an image-editing program can do later.

B Avoidgrayscale scanning ofline art and printed grayscale images. The crisp edges ofline artare oftenblurred by
grayscale scanning. Printed grayscales, unlike black and white photos, are not contone images. They are actually
halftones, made up of pure black and white dots. They, too, canbe blurred in grayscale mode.

B Avoid enlargements of line art and printed grayscale images. Unlike a contone image, line art and printed grayscales
do not have continuous areas of color to sample—enlarging increases the distances between individual lines and dots,
degrading the image.

B Saveand organize files of original image scans. These will contain the greatestamount of information for later
editing.



Software Engineering Code of Ethics and Professional Practice

“This code may be republished without permission as long as it is not changed in any way and it carries the copyright
notice.”

Software Engineering Code of Ethics and Professional Practice, copyright © 1999 by the Institute of Electrical and
Electronics Engineers, Inc., and the Association for Computing Machinery, Inc.

http://www.acm.org/about/se-code

Short Version: Preamble

The short version of the code summarizes aspirations at a high level of abstraction. The clauses that are included in the
full version give examples and details of how these aspirations change the way we act as software engineering
professionals. Without the aspirations, the details can become legalistic and tedious; without the details, the
aspirations can become high-sounding but empty; together, the aspirations and the details form a cohesive code.

Software engineers shall commit themselves to making the analysis, specification, design, development, testing, and
maintenance of software a beneficial and respected profession. Inaccordance with their commitment to the health,

safety, and welfare of the public, software engineers shall adhere to the following eight Principles:
1. Public. Software engineers shall act consistently with the public interest.

2. Client and employer. Software engineers shall act in a manner that is in the best interests of their client and
employer, consistent with the public interest.

3. Product. Software engineers shall ensure that their products and related modifications meet the highest professional
standards possible.

4.Judgment. Software engineers shall maintain integrity and independence in their professional judgment.

5.Management. Software engineering managers and leaders shall subscribe to and promote an ethical approachto the
management of software development and maintenance.

6. Profession. Software engineers shall advance the integrity and reputation of the profession consistent with the
public interest.

7.Colleagues. Software engineers shall be fair to and supportive of their colleagues.

8. Self. Software engineers shall participate in lifelong learning regarding the practice of their profession and shall
promote an ethical approach to the practice of the profession.


http://www.acm.org/about/se-code

Full Version: Preamble

Computers have a central and growing rolein commerce, industry, government, medicine, education, entertainment,
and society atlarge. Software engineers are those who contribute, by direct participation or by teaching, to the
analysis, specification, design, development, certification, maintenance, and testing of software systems. Because of
their rolesin developing software systems, software engineers have significant opportunities to do good or cause harm,
to enable othersto do good or cause harm, or to influence others to do good or cause harm. To ensure, as much as
possible, that their efforts will be used for good, software engineers must commit themselves to making software
engineering a beneficial and respected profession. In accordance with that commitment, software engineers shall
adhere to the following Code of Ethics and Professional Practice.

The Code contains eight Principlesrelated to the behavior of and decisions made by professional software engineers,
including practitioners, educators, managers, supervisors, and policy makers, as well as trainees and students of the
profession. The Principlesidentify the ethically responsible relationships in which individuals, groups, and
organizations participate and the primary obligations within these relationships. The Clauses of each Principle are
illustrations of some of the obligationsincluded in these relationships. These obligations are founded in the software
engineer’s humanity, in special care owed to people affected by the work of software engineers, and in the unique
elements of the practice of software engineering. The Code prescribes these as obligations of anyone claiming to be or
aspiring to be a software engineer.

It is not intended that the individual parts of the Code be used in isolation to justify errors of omission or commission.
Thelist of Principles and Clauses is not exhaustive. The Clauses should not be read as separating the acceptable from
the unacceptable in professional conduct in all practical situations. The Codeis not a simple ethical algorithm that
generates ethical decisions. In some situations, standards may be in tensionwith each other or with standards from
other sources. These situations require the software engineer to use ethical judgment to actin a manner that is most
consistent with the spirit of the Code of Ethics and Professional Practice, giventhe circumstances.

Ethical tensions can best be addressed by thoughtful consideration of fundamental principles, rather than blind
reliance on detailed regulations. These Principles shouldinfluence software engineers to consider broadly who is
affected by their work;to examine if they and their colleagues are treating other human beings with due respect;to
consider how the public, if reasonably well informed, would view their decisions; to analyze how the least empowered
will be affected by their decisions; and to consider whether their acts would be judged worthy of the ideal professional
working as a software engineer. In all these judgments concern for the health, safety and welfare of the public is
primary;that is, the “Public Interest” is central to this Code.

The dynamic and demanding context of software engineering requires a code that is adaptable and relevant to new
situations as they occur. However, evenin this generality, the Code provides support for software engineers and
managers of software engineers who need to take positive actionin a specific case by documenting the ethical stance of
the profession. The Code provides an ethical foundation to which individuals within teams and the team as a whole
can appeal. The Code helps to define those actions that are ethically improper to request of a software engineer or
teams of software engineers.

The Codeis not simply for adjudicating the nature of questionable acts; it also has an important educational function.
As this Code expresses the consensus of the profession on ethical issues, it is a means to educate both the public and
aspiring professionals about the ethical obligations of all software engineers.

Principles

Principle 1: Public

Software engineers shall act consistently with the public interest. In particular, software engineers shall, as
appropriate:

1.01. Accept full responsibility for their own work.
1.02. Moderate the interests of the software engineer, the employer, the client, and the users with the public good.

1.03. Approve software only if they have a well-founded belief that it is safe, meets specifications, passes appropriate
tests, and doesnot diminish quality oflife, diminish privacy, or harmthe environment. The ultimate effect of the work

should be to the public good.



1.04. Disclose to appropriate persons or authorities any actual or potential danger to the user, the public, or the
environment, that they reasonably believe to be associated with software or related documents.

1.05. Cooperate in efforts to address matters of grave public concern caused by software, its installation, maintenance,
support, or documentation.

1.06. Befair and avoid deceptionin all statements, particularly public ones, concerning software or related documents,
methods, and tools.

1.07. Consider issues of physical disabilities, allocation of resources, economic disadvantage, and other factors that can
diminish access to the benefits of software.

1.08. Be encouraged to volunteer professional skills to good causes and to contribute to public education concerning
the discipline.

Principle 2: Client and Employer

Software engineers shall actin a manner that is in the best interests of their client and employer, consistent with the
public interest. In particular, software engineers shall, as appropriate:

2.01. Provide service in their areas of competence, being honest and forthright about any limitations of their
experience and education.

2.02. Not knowingly use software that is obtained or retained eitherillegally or unethically.

2.03. Usethe property of a client or employer only in ways properly authorized, and with the client’s or employer’s
knowledge and consent.

2.04. Ensure that any document upon which they rely hasbeen approved, whenrequired, by someone authorized to
approveit.

2.05. Keep private any confidential information gained in their professional work, where such confidentiality is
consistent with the public interest and consistent with the law.

2.06. Identify, document, collect evidence, and report to the client or the employer promptly if, intheir opinion, a
projectis likely to fail, to prove too expensive, to violate intellectual property law, or otherwise to be problematic.

2.07.Identify, document, and report significant issues of social concern, of which they are aware, in software or related
documents, to the employer or the client.

2.08. Accept no outside work detrimental to the work they perform for their primary employer.

2.09. Promote no interest adverse to their employer or client, unless a higher ethical concernisbeing compr omised;in
that case, inform the employer or another appropriate authority of the ethical concern.

Principle 3: Product

Software engineers shall ensure that their products and related modifications meet the highest professional standards
possible. In particular, software engineers shall, as appropriate:

3.01. Strive for high quality, acceptable cost, and a reasonable schedule, ensuring significant tradeoffs are clear to and
accepted by the employer and the client, and are available for consideration by the user and the public.

3.02. Ensure proper and achievable goals and objectives for any project on which they work or propose.
3.03.Identify, define, and address ethical, economic, cultural, legal, and environmental issues related to work projects.

3.04. Ensure that they are qualified for any project on which they work or propose to work, by an appropriate
combination of education, training, and experience.

3.05. Ensure that an appropriate method is used for any project on which they work or propose to work.



3.06. Work to follow professional standards, when available, that are most appropriate for the task at hand, departing
fromthese only when ethically or technically justified.

3.07. Strive to fully understand the specifications for software on which they work.

3.08. Ensure that specifications for software on which they work have been well documented, satisfy the user’s
requirements, and have the appropriate approvals.

3.09. Ensure realistic quantitative estimates of cost, scheduling, personnel, quality, and outcomesonany projecton
which they work or propose to work and provide an uncertainty assessment of these estimates.

3.10. Ensure adequate testing, debugging, and review of software and related documents on which they work.

3.11. Ensure adequate documentation, including significant problems discovered and solutions adopted, for any
project on which they work.

3.12. Work to develop software and related documents that respect the privacy of those who will be affected by that
software.

3.13.Becareful to use only accurate data derived by ethical and lawful means, and use it only in ways properly
authorized.

3.14.Maintain the integrity of data, being sensitive to outdated or flawed occurrences.
3.15. Treat all forms of software maintenance with the same professionalism as new development.
Principle 4: Judgment

Software engineers shall maintain integrity and independence in their professional judgment. In particular, software
engineers shall, as appropriate:

4.01. Temper all technical judgments by the need to support and maintain human values.

4.02.Only endorse documents either prepared under their supervision or within their areas of competence and with
which they are in agreement.

4.03. Maintain professional objectivity with respect to any software or related documents they are asked to evaluate.
4.04.Notengage in deceptive financial practices such as bribery, double billing, or other improper financial practices.
4.05. Disclose to all concerned parties those conflicts of interest that cannot reasonably be avoided or escaped.

4.06. Refuse to participate, as members or advisors, in a private, governmental, or professional body concerned with
software-related issues in which they, their employers, or their clients have undisclosed potential conflicts of interest.

Principle 5: Management
Software engineering managers and leaders shall subscribe to and promote an ethical approach to the management of
software development and maintenance. In particular, those managing or leading software engineers shall, as

appropriate:

5.01. Ensure good management for any project on which they work, including effective procedures for promotion of
quality and reduction of risk.

5.02. Ensure that software engineers are informed of standards before being held to them.

5.03. Ensure that software engineers know the employer’s policies and procedures for protecting passwords, files, and
informationthat is confidential to the employer or confidential to others.

5.04.Assign work only after taking into account appropriate contributions of education and experience tempered with
a desire to further that education and experience.



5.05. Ensure realistic quantitative estimates of cost, scheduling, personnel, quality, and outcomes on any project on
which they work or propose to work, and provide an uncertainty assessment of these estimates.

5.06. Attract potential software engineers only by full and accurate description of the conditions of employment.
5.07. Offer fair and just remuneration.
5.08. Not unjustly prevent someone fromtaking a position for which that personis suitably qualified.

5.09. Ensure that thereis a fair agreement concerning ownership of any software, processes, research, writing, or
other intellectual property to which a software engineer has contributed.

5.10. Provide for due processin hearing charges of violation of an employer’s policy or of this Code.
5.11. Not ask a software engineer to do anything inconsistent with this Code.

5.12. Not punish anyone for expressing ethical concerns about a project.

Principle 6: Profession

Software engineers shall advance the integrity and reputation of the profession consistent with the public interest. In
particular, software engineers shall, as appropriate:

6.01. Help develop an organizational environment favorable to acting ethically.
6.02. Promote public knowledge of software engineering.

6.03. Extend software engineering knowledge by appropriate participationin professional organizations, meetings,
and publications.

6.04.Support, as members of a profession, other software engineers striving to followthis Code.
6.05. Not promote their own interest at the expense of the profession, client, or employer.

6.06. Obey all laws governing their work, unless, in exceptional circumstances, such compliance is inconsistent with
the public interest.

6.07.Be accurate in stating the characteristics of software on which they work, avoiding not only false claims but also
claims that might reasonably be supposed to be speculative, vacuous, deceptive, misleading, or doubtful.

6.08. Take responsibility for detecting, correcting, and reporting errorsin software and associated documents on
which they work.

6.09. Ensure that clients, employers, and supervisors know of the software engineer’s commitment to this Code of
Ethics, and the subsequent ramifications of such commitment.

6.10. Avoid associations with businesses and organizations which are in conflict with this Code.
6.11. Recognize that violations of this Code are inconsistent with being a professional software engineer.

6.12. Express concerns to the people involved when significant violations of this Code are detected unless this is
impossible, counterproductive, or dangerous.

6.13. Report significant violations of this Code to appropriate authorities when it is clear that consultation with people
involvedin these significant violationsis impossible, counterproductive, or dangerous.

Principle 7: Colleagues

Software engineers shall be fair to and supportive of their colleagues. In particular, software engineers shall, as
appropriate:



7.01. Encourage colleagues to adhere to this Code.

7.02. Assist colleagues in professional development.

7.03. Credit fully the work of others and refrain from taking undue credit.
7.04.Reviewthe work of others in an objective, candid, and properly documented way.
7.05. Give afair hearing to the opinions, concerns, or complaints of a colleague.

7.06. Assist colleagues in being fully aware of current standard work practices including policies and procedures for
protecting passwords, files, and other confidential information, and security measuresin general.

7.07.Notunfairly intervene in the career of any colleague; however, concern for the employer, the client, or public
interest may compel software engineers, in good faith, to question the competence of a colleague.

7.08. In situations outside of their own areas of competence, call upon the opinions of other professionals who have
competence inthose areas.

Principle 8: Self

Software engineers shall participate in lifelonglearning regarding the practice of their profession and shall promote an
ethical approachto the practice of the profession. In particular, software engineers shall continually endeavor to:

8.01. Further their knowledge of developments in the analysis, specification, design, development, maintenance, and
testing of software and related documents, together with the management of the development process.

8.02.Improve their ability to create safe, reliable, and useful quality software at reasonable cost and within a
reasonable time.

8.03.Improve their ability to produce accurate, informative, and well-written documentation.

8.04.Improve their understanding of the software and related documents on which they work and of the environment
in which they will be used.

8.05. Improve their knowledge of relevant standards and the law governing the software and related documents on
which they work.

8.06.Improve their knowledge of this Code, its interpretation, and its application to their work.
8.07.Notgive unfair treatment to anyone because of any irrelevant prejudices.
8.08. Notinfluence others to undertake any action that involves abreach of this Code.

8.09. Recognize that personal violations of this Code are inconsistent with being a professional software engineer.



Digital Multimedia and Analog Video

Despite the general trend to digital media, traditional analog video continuesto play a role in a limited number of
multimedia applications. In some cases, developers may need to deliver a digital multimedia applicationthrough
analog display devices. In others, developers may wish to convert analogvideo to digital formats for inclusion in their
applications. The following sections discuss some basic considerations for developersin each of these cases.

Analog Video Formats

Analogvideo was initially intended exclusively for broadcast television. Thisresulted in several compromises that
produced images of relatively low resolution with limited color fidelity. Despite these limitations, the original analog
television standard, called NTSC (National Television Standards Committee), dominated broadcast TV inthe United
States for more than 50 years.

The NTSC Standard

In 1952, the NTSC established the format for televised video in the United States. The NT SC standard included
specifications for the aspect ratio, resolution, scanrate, scanning method, and broadcast techniques used to create
images on American televisions.

Aspectratio is the relationship between the width and height of the still images, or frames, that make up a film or
video sequence. This also determines the shape of the screenused to view film and television. The NTSC aspect ratio
for televisionis 4:3---for every 4 units of width there will be 3 units of height. A televisionscreenthatis 16 inches wide
will be 12 inches high. Smaller and larger TVswill preserve the same ratio.

The resolution of NTSCvideo is the number of lines used to re-create images on screen. NT SC established a maximum
resolution of 525 lines to reproduce each frame. The CRTs (cathode ray tubes) used in most analog television sets
create images by using an electron gun to sweep lines of differently colored phosphorus dots, causing them to glowin a
particular pattern. The NTSCestablished the rate at which the screenis scanned at 60 Hz, or 60 times per second. This
took advantage of the cyclerate (60 cycles per second) of the alternating current used in the United States.

The scanning method used in NTSCvideo is known as interlacing. Aninterlaced scanis one in which alternating lines
ofthe image are producedin each scanning pass. The electron gun first sweeps across the odd-numbered lines and
then returns to sweep the even-numbered lines in a second pass. Each pass produces a partial image called a field. The
two fields are produced very rapidly and blend together to present the completed image, called a frame. Scanning each
ofthe two fields in one-sixtieth of a second produces a frame rate of 30 frames per second (fps).

The NTSCstandard also provided for overscanning. Overscanning is the process of transmitting a larger image than
will appear on the screen of the TV. This ensures that the transmitted image will completely fill the television screen.
As aresult, the maximum visible resolution of an NTSCTV screenisreduced from525to 484 lines.



The current frame rate for NTSCvideo is actually 29.97 fps. This slight departure from 30 fps was made when color
information was added to the original black and white signal.

Tobroadcast color televisionimages, NT SC uses a composite signal. A composite color signal is a mixture of two other
signals, one of which represents luminance and the other chrominance. Luminance is the amount of brightness, or
white, in an image. Chrominance is color hue. Composite color is inexpensive to create and transmit. This technique
also made it possible to continue using black and white TVsafter color television was introduced. Older sets continued
to use the luminance information while ignoring chrominance. (The addition of colorto the NTSC also led to the slight
change in frame rateto 29.97 fps.)

Although NTSCcolor TV isbroadcast as a composite signal, it is displayed on a TV screen using a different color
model. TV displays, like computer monitors, use the RGB(Red, Green, Blue) color model. Each pixel of the image is
colored by blending different proportions of red, green, or blue light. RGB is component color: each color component
is represented separately. RGB can produce a virtually unlimited range of very pure colors. In order to produce RGB
colorona screen, a television must first translate the composite color information of the broadcast signal to
component RGB mode. The composite signal cannot record color as precisely as component color, however. Asa
result, NTSC color displayed on TVslacks the range and purity of full RGB color asdisplayed on a computer monitor.

Thelimited range and purity of NTSC color hasled critics to quip that the acronym actually stands for Never The Same
Color.

All analog video broadcastsin the United States used NT SC composite color. The original production of video,
however, was done in other formats and most of these made use of component color. This allowed producersto create
and editimages with the superior color range and fidelity of the RGB format.

Other Analog Video Broadcast Standards

While NTSCwas used in most of North America, other incompatible analog TV standards have been used elsewhere in
the world. The two major competitors are PAL (phase alternate line) and SECAM (séquential couleur avec mémoire).
PALwas used in England and much of Europe. SECAM was found in a number of countries including France and
Russia. These standards are also interlaced but they use different scan rates (50 Hz), framerates (25 fps), and screen
resolutions (625 lines). Video produced for one format cannot be played on devicesintended for another format. This
means that NTSCvideotapes cannot be played in Europe, and European video productions cannotbe playedin the
United States, without specialized VCRs.

VCRs, Camcorders, and Videotape Standards

The development of VCRs and video camcordersinthe 1980s provided another mode of creating and distributing
analog video. VCRs use a variety of tape formats, the most important of which are VHS, S-VHS, 8mm, and Hi8. There
is limited compatibility between these formats: S-VHS decks can also play VHS tapes, and Hi8 decks can play 8mm
tapes, but no other combinations are possible.

B VHS: The first widely adopted format was VHS. The VHS format has a relatively lowresolutionof 240 lines. It can
support Hi-Fi audio but it uses composite color. As aresult, the overall quality of VHS video is slightly lower than
analog TV broadcasts.

B S-VHS: Introducedin1987 by JVC, S-VHS was an improvement on VHS. S-VHS increased resolutionto 400 lines.
It also improved color quality by maintaining separate luminance and chrominance signals, rather than mixing the
two types of information as in composite color. Thisis a variant of component color knownas Y/C (for
luminance/chrominance). Y/C color is also called pseudocomponent because it is not as precise as RGB color. It does
represent a significant improvement over composite color, however. S-VHS is an improvement over NTSCbroadcast
video.

B 8mm: The 8mm format was a smaller tape that made possible more compact, lightweight video cameras. I't
supported a screenresolution of 230 lines and provided near-CD-quality sound.

B Hi8: Hi8 improved the resolution and color of 8mm in ways similar to the improvements of S-VHS over VHS.
Resolutionincreased to 400 lines and Y/C component color was added.

S-VHS and Hi8 offer significant advantages as source media for digital conversionbecause of their superior resolution
and color quality. None of these formats compares very favorably, however, with the expensive broadcast quality video

used for TV production. These provide full RGB component color and resolutions of approximately 1000lines.

Delivery of Digital Multimedia on Analog Displays



Developers who need to deliver applications on analog devices face a number of challenges. To understand these, we
need to turn first to the differences between the display devices used by computers and analog TVs.

First, one important difference is that analog TVs use interlaced scanning to produce a single frame from two separate
fields. Computer monitors use progressive scanning. Progressive scanning reproduces each line of the image in a
single pass. Second, analog TVsoverscan and computer monitors underscan. Overscanning transmits a larger image to
the screenthan it candisplay. This clips off portions of the original image and ensures that the entire screenwill be
filled. Underscanning sends a smaller image to the screen, ensuring that the entire image will be viewable. Finally,
televisions presenting NTSC broadcasts display colors derived from a composite signal, while computer monitors
display component color. These three key differenceslead to specific cautions that must be observed by multimedia
developers delivering products through analog television. Developers need to be alert to line widths, safe

actionand safe title areas, and NTSC-safe colors.

Line Width: Avoiding Flickers

A 1-pixelline drawn on a computer screen occupies a single line of the display. Computer monitors scan progressively.
These thin lines are refreshed onevery pass of the scanning process and appear just as steady as wider lines. But when
the image is converted to the interlaced NTSC format, each line will only be scanned on every other pass. A 1 -pixelline
will be completely missing from one of the two fields making up the video frame. The result is that the line may appear
to flicker asit is dropped and then picked up again in the scanning process. Widening the line will reduce this effect
because part of the line will remain visible in each field. To address this problem, multimedia developers avoid thin
lines and delicate fonts with thin serifsin applications intended for analog video output.

The Safe Action and Safe Title Areas

Televisions do not display the full image they receive; computer monitors do. For this reason, an image that appears
close to the edge of a computer monitor may not be visible on a television. The safe action area of the computer
monitoris the areathat will be displayed on a television. Thisis approximately the inner 90% of the computer screen.
If it is important not to cut off the ear of a person appearing at the edge of the screen, be sure to stay within the safe
actionarea. The safe title area is the portion of the monitor in which effective display of textis ensured on a television.
Because textis not normally displayed at the very edge of the screen, the safe title area is placed inside the safe action
area. The safe title area on a computer monitor is the inner 80% ofthe screen.

NTSC-Safe Colors

Therange of colorsavailable in a video is called its colorgamut. The gamut of NTSCvideo is smaller than the gamut of
the RGB video used by computers. As a result, colors created on the computer may not be accurately displayed ona
television. Inthe worst case, these color mismatches produce distortions such as shimmering that can dramatically
degrade the televisionimage. Computer-generated colors that cannot be reproduced in NTSCvideo are called illegal
colors. Graphics-and video-editing applications often provide warnings that a particular coloris “out of gamut” or
“illegal” for NTSC use. Developers use this information, or predetermined NT SC color palettes, to select colors that will
display properly ontelevisions.

Making Digital Video from Analog Video

Analogvideo is oftena source for digital video. Analogtapes and laserdiscs canbe sampled and converted to digital
format for use in fully digital multimedia applications.Analogvideo is converted to a digital format by the sampling
techniques familiar from graphics and sound. The output froma VCR orlaserdisc player is connected to a digitizing
board that samples the signals and recordsthe value of each sample. Digitizing boards are ofteninstalled in computers
as add-on cards. They may also be connected as an external device.

Digitizing boards contain ADCs, analog-to-digital converters. These devices sample the electrical currents produced
by playing the analog source and store the resulting voltage levels as digital values. In much the same manner, ADCs
are also used to capture the audio content of analog video. Measurements of the voltages that produce sound are taken
and stored as digital values. Many digital video cameras can also digitize analog video. A VCR or laserdisc playeris
connected to the camera’s analog input port and played while the camera is in record mode. This samples the analog
video and stores the resulting digital file on the camera’stape, disc, hard drive, or memory card.

The quality of digitized video depends on several factors. First and foremost is the quality of the analog source video.
Analogmedia is subject to generation decay: when a copy is made froma previous copy, quality declines. Original
analog recordings are always preferable to copies. The state of physical preservation of analog media is also a factor.
Analoglaserdiscs may delaminate or become scratched. Tape is subject both to loss of the iron oxide layer that encodes
data magnetically and to developinga sticky surface that interferes with playback. The for mat of the analog source
video and the method used to connect the analog playback device to the digitizing device are also important. S-VHS
and Hi8 support higher resolutions and Y/C color and can produce better digital video than their lower-resolution



composite counterparts. These advantages can be easily lost, however, if proper cabling is not used. S-VHS and Hi8
devicestypically provide output options for both composite and Y /C color. Common composite connectors include
coaxial cable and RCA jacks. The output from either of these mixesthe Y/Csignal into a composite signal, just as in
NTSCbroadcast or the lower-quality VHS or 8mm formats. To maintain the advantage of Y/Ccolor, aspecial S-

Video cable that transmits luminance and chrominance information through separate wires must be used. S-Video
connectorsare provided on S-VHS and Hi8 devices and on most digitizing devices. Finally, the quality of the digitizing
devicesused and the choices made for digitizing formats also affect quality. For instance, earlier digital formats such
as 8-bit D1 provideless color definition than later 10-bit formats such as D5. Consideration must also be givento
whether a format is supported by the developer’s editing software.

Therich store of analog video, from news reports and documentaries, to TV dramas, sitcoms, concerts, sporting
events, and more, makes it likely that conversion of analog to digital video will continue to play a role in multimedia
development for some time to come. Understanding the differences among various analog formats and the range of
choicesin the digitization process will help to ensure higher-quality digital conversions.



3-D imaging program: Software used to model 3-D objects, define surfaces, compose scenes, and render a
completed image.

8mm: An analog tape format used in lightweight video cameras that supports a screenresolution of 230 lines.

AAC (advanced audio coding): The successorto MP3 specified in the MPEG4 standard. AACproducesbetter
sound quality than MP3 at comparable bit rates.

Access point: A central transmitter and receiver of radio signals on a wireless LAN.
Access time: The time tolocate and load data from a disk surface. Measured in milliseconds (ms), access time
includes the seek time (movingthe arm over the appropriate track) and rotational delay (the time to spin the disk

under the read/write head to the correct sectorlocation).

Acquisitions specialist: A member of a multimedia team who secures appropriate permissions to use copyright-
protected contentina project.

Active matrix: A type of LCD display in which a single transistor controls eachliquid crystal cell to produce a faster
display rate on the screen. Also called TFT's (thin film transistors).

Adaptive indexing: The process of selecting colors in an indexed color palette based on an analysis of the dominant
colorsin an image.

Adaptive multimedia: A form of multimedia that embodies aspects of intelligence and decision making.

ADC (analog-to-digital converter): Anelectronic device that converts an analog data stream into digital data.
Additive color: Color produced by combining varying amounts of differently colored light. The color on computer
monitors and television displaysis additive color produced by combining red, green, and blue light. See

also subtractive color.

Address bus: Electronic pathway that carries information about memory locations of data. Bus size, measured in
bits, determines how much memory the processor canaddress.

ATFF (audio interchange file format): A digital audio file format from Apple used by Macintosh computers.
Aliasing: Aninaccurate or false representation of data. As used in text, aliasing is the appearance of ragged letter

edges, especially ondiagonal lines. Asused in sound, aliasing is the false representation of a high frequency asa low
frequency asthe result of an inadequate sample rate.



Alignment: Intext display, the position of lines of text relative to the margins. Common alignments include left,
right, justified, and centered.

Alpha: In multimedia development, an initial test version of an application that typically contains most media
elements but may have many bugs.

Alpha tweening: Animation technique that creates the illusion of motion by altering the color or opacity of an object
from one frame to another.

ALU (arithmetic logic unit): A component of the CPU that performs mathematical and logical calculations on
data.

Amplitude: A measure of sound pressure; the amount of energy associated with the sound. Different amplitudes are
perceived as variations in loudness. See also volume.

Analog data: Data that varies continuously such as temperature, voltage, or pressure.

Analog hole: A loophole to avoid compliance with the protections on digital media. Playing a digital file and
capturing the analog signal to a recording device will circumvent the digital protective measures.

Animated GIF: A file of .gif images that repeat in sequential order to produce a simple animation. A waving flag
could be producedin an animated gif file format.

Animating with physics: A method of animation that specifies motions based on the properties of objects and the
laws of physics.

Animation: The technique of rapidly displaying a series of still images to produce the appearance of motion. This
illusion of motion is possible due to a phenomenon known as persistence of vision.

Anti-aliasing: In text display, a method used to produce characters with smooth edges by blending the color of the
text with the background color of the screen or page.

Application: Software that performs a specific task, such as word processing or image editing.

Artificial intelligence (AI): The branch of computer science that explores methodsto embody intelligence in
computer software and hardware. The term was first used by John McCarthy in 1956 at MIT. Examples of applications

that use Al are computer games, expert systems, and robotics applications.
Ascender: The portion of a letter written above the normal text body. Letters suchas h, k, and t have ascenders.

ASCII (American Standard Code for Information Interchange): A code to represent letters, symbols, and
numbers in binary format. It was originally developedin 1965 asa 7-bit code for 128 characters that were compatible
with all data processors. In1981,IBM introduced an 8-bit code with 256 unique characters for its personal computers.
Today’s standard is 8-bit, known as “extended ASCII or ASCii-8.”

Aspect ratio: The relationship between width and height on a computer monitor, television display, or movie screen.
The aspectratio of NTSCvideois 4:3, whereas HDTV is 16:9.

Assembler: Software to convert abbreviated commands in assembly programming languages to machine code. Like
the language itself, assemblers are dependent on the specific machine instruction set used by the computer.

Assembly language: A low-level programming language that uses symbolic instruction codes to define instructions
for the computer to execute. The codes are machine dependent, developed for one specific type of processor. Assembly
language requires an assembler, a program to convert the abbreviated codes to machine language for program
execution.

AU: Audio file format developed by Sun that is used on the Internet for transmission of relatively low-quality sound
files.

Authoring: The process of integrating media and creating the user interface for a multimedia application.

Authoring application: Programs especially designed to facilitate the development of multimedia products. This
software supports integration of various digital media and ability to create interactivity.



Autotracing: The process of converting a bitmapped image to a vector image by identifying image areas that can be
treated as shapes. These shapes are then defined by mathematical formulas to complete the conversionto vector
format.

AVCHD (Advanced Video Coding High Definition): Digital video compressionformat that can recordin1080i,
1080p, and 720p resolutions. Uses .mts and .m2ts file extensions.

Background layer: In multimedia authoring, an areathat holds media elements shared across multiple screens. See
also foregroundlayer.

Backward compatibility: The ability of more recent hardware or software to use data froman earlier product (for
example, CD discs are readable in CD-RW drives).

Bandwidth: Therate at which digital data can be transmitted over a communication medium, or band.

Basic interactivity: User control of multimedia information through common navigation techniques like buttons,
menus, navigationbars, or VCR-like controls.

Berners-Lee, Tim: Theinventor of the World Wide Web.

Beta: In multimedia development, anadvanced test version of an application that usually contains all media
components and few bugs.

Binary code: The coding system consisting of two digits, 0 and 1. Binary codeis the universal language of computers.
Bit: A binary digit used to encode digital data (o or 1).
Bit depth: The number of bits used to represent a data sample.

Bitmap: A computer graphic with 1-bit color depth resulting in the possibility of two colors, generally black and
white. See also line art.

Bitmapped font: A technique for displaying text through a monitor or printer. Each pixel of a letteris described by a
binary code of one or more bits creating a bitmap of the letter.

Bitmapped image: A graphic represented as a grid of rows and columns of dots in memory. The value of each dot
(or picture element)is stored as one or more bits of data. The density of dots (spatial resolution) determines the
sharpness of the displayed image. The number of bits for each dot determines the color resolution for each dot.

Bitmapping: The process of defining an image as an array of individual pixels.

Block: The smallest addressable unit of CD-Audio data storage. A block consists of 58 frame units of data.

Blu-ray: An optical disc format developed for recording and playing back high-definition (HD) video and storing
large amounts of data. Dual-layer Blu-ray discs can store up to 50 GB data. The name is derived from the blue-violet
laser used to record data.

Bluetooth: Standardized as 802.15, Bluetooth provides wireless networking of data and/or voice devicesin a small
area (up to 30 ft). Bluetooth supports a basic data rate of 1 Mbps and is intended for wireless data exchange between a
computer and local peripherals such as a printer, keyboard, or PDA.

BMP: A Windows bitmapped image file format.

Browser (web): A software application that resideson a client computer to process and display documents
transmitted by the HT TP protocols. Web browsers became popular in 1993 when Marc Andreessen developed Mosaic
as the first graphical browser. Mosaic became the “killer application” of the Internet because its graphical interface
provided easy navigation to pages that could display text and images on the client computer.

Bump map: Animage of a textured surface produced by creating a pattern of lighter and darker shades of color.
Lighter shades appear higher and darker shades appear lower.

Bus: An electronic channel or path that carries bits within the circuitry of acomputer system.



Bus width: The number of bits a bus cantransfer at one time. Wider bus size means more data can be transferred
faster. A 32-bit bus can move twice as much data as a 16-bit bus.

Bush, Vannevar: (1890—1974) A scientist and professor at MIT, Bush constructed the Differential Analyzer. He was
also a visionary of modern multimedia. In “As We May Think” (Atlantic Monthly,1945), he introduced the concept of
“Memex,” an interactive hypertext system for organizing information.

Byte: A group of 8 bits.

Cache: High-speed electronic storage that holdsrecently accessed data. Cache is designed to increase the speed of
processing by keeping a copy of frequently read data closer to the processor, thus saving the time that would be
required to fetchit from main memory.

Card metaphor: A common metaphor for authoring applications that organizes media content in sequential order
where each point of information is placed on a card or displayed on a screen.

Cartridge disk: A portable magnetic storage medium where the disk is a rigid platter contained in a sealed plastic
case. The most popular form of cartridge disk is the zip disk.

Case: Atypographical characteristic of letters. Capital letters are called uppercase; small letters are designated
as lowercase. The termis derived from the manual typesetting industry. As early as 1588, blocks of letters were
organized in wooden cases. The capital letters were in drawers above (upper case) and the small letters were below

(lower case).

CAV (constant angular velocity): Inoptical storage, a method to locate and access data where the disc is rotated
at a constant speed, similar to hard drives.

CBR (constant bit rate encoding): A method of encoding digital video or sound that assigns the same number of
bits per second to all parts of the video or sound. See also VBR.

CCD (charge-coupled device): Anelectronic device used in scanners and digital cameras to capture an image as a
set of voltagesthat are then sent to an ADC where they are translated into binary data.

CD-DA (CD-Digital Audio): Optical storage standard developed by Philips/Sony in 1982 to hold 74 minutes of
high-fidelity digital audio. Some later audio CDs can store 80 minutes of music depending on the configuration of the
track.

CD-R (CD-Recordable): Astandard fordiscs that can be written to by a computer. CD-R discs are coated with a
layer of photoreactive dye. A laser light in the drive alters the molecular structure of the dye to store data. CD-R discs
can support multisession recording, but cannot be erased to store new data.

CD-ROM (CD-Read Only Memory): Anoptical disc standard for the storage of computer data. Developedin 1984,
CD-ROM holds approximately 650 to 680 MB of data stored in pits and lands.

CD-RW (CD-Rewritable): A compact disc that can be read, erased, and recorded. CD-RW requires a disc with a
special layer of phase-change substance that alters its crystalline structure when heated by a laserlight. The CD-RW
drive has two intensities of laser light. A stronger light beam will erase and write data. A less intense light is used to
read the data.

CD video (CDV): An audio/video format introduced in 1987 that delivered 20 minutes of audio informationand 5
minutes of analog video ona standard CD-size disc. Format was popular with music videos, butit disappeared from
the commercial marketin 1991.

Cel: An abbreviation of celluloid, a thin sheet of transparent material on which images for animation were drawn and
painted. The cels were layered to build up a scene in traditional animation. This technique is simulated in digital
animation applications to create multiple layersin one frame of animation.

Chrominance: Color hue. Chrominance is mixed with luminance in the composite NT SC signal.
Client: The client part of a client/server network architecture. Clients are PCs or workstations that rely on servers for

resources such as data or devices. Clients process the data locally using client applications such as a browser or email
applications. See also server.



Client/server: A network structure where one or more computers act as serversto distribute data, commands, or
applications. The client computer processes the data or runs the applications locally. This distributed network model is
efficient because all processing occurs at the local level. Itis most commonly used by the WWW protocols.

Clip art: Collections of images made available for use by others (usually by purchase).
Clipping: A form of sound distortion that occurs when the amplitude of a sampled sound exceeds the range of digital
values available to encode it. The familiar “testing, one, two, three,” is carried out to make certain that sound

amplitude falls within recordable range.

Clock speed: Also called clock rate, clock speed is the time required for the microprocessor to performasingle
instruction. Clock speed is measured in MHz or GGz.

Cloud storage: A service provided through a network (usually the Internet), either free or fee based, to back up,
maintain, and manage data remotely.

Cluster: A logical unit of storage defined by the operating system. Clusters may consist of two to eight contiguous
sectors depending on the operating system.

CLUT (colorlook-up table): A CLUT defines the set of colors available to generate an image on a computer. Each
available colorislisted in the table.

CLV (constant linear velocity): A method to locate and access data in optical storage. Data is stored in a single
spiral. The drive motor varies the speed of the disc, rotating faster at the center and slower at the outside edge to
guarantee a constant data-transfer rate.

CMYK: A color model used in printing. Colors are created by combining varying amounts of cyan, magenta, yellow,
and a key color, which s usually black.

Code of ethics: A statement of professional responsibilities. Codes outline rules and procedures of professional
conduct.

Codec: A program designed to compress and decompress digital data.

Color banding: The disruption of the continuous transitions between shades of color as a result of quantization. The
smooth gradation of a colorisreplaced by noticeable boundaries between separate shades.

Color gamut: Therange of available colors.

Color indexing: The process of defining a color palette based on an analysis of the colorsin an image and/or the
conditions of human perception.

Color palette: The set of colorsavailable to a computer at any given time.

Color resolution: A measure of the number of different colors that canbe represented by an individual pixel. Color
resolutionis determined by bit depth.

Command-line interface: A method for users to interact with an operating system by entering commands based on
a specific syntax. MS-DOS and UNIX are common operating systems that have a command-line interface.

Command-based digital encoding: A method of encoding digital media that uses program instructionsto re-
create the media. MIDI is an example of command-based media encoding. See also description-based digital
encoding.

Compact Disc (CD): Optical storage media first developed in early 1980s to hold high-fidelity sound. The CD
standard was subsequently extended to include computer data and became an important distribution medium for
multimedia applications and other software.

Compiler: Software that converts the entire source code (high-level program) into a machine-level program. The
result is an executable file that runs on a specific computer system.

Component color: A technique for producing color in which each color component —red, green, and blue—is
represented in a separate color channel.



Composite color: A technique for producing color in which luminance (brightness) and chrominance (color hue) are
mixed and transmitted in a single signal.

Compression: A process of reencoding data to reduce storage or transmission requirements. See also lossless
compressionand lossy compression.

Computer platform: A category of computer defined by the combination of CPU and operating system used.
Applications are written for specific platforms such as Windows/PC or Macintosh.

Computer system: Anintegrated set of hardware and software designed to process dataand produce a meaningful
result.

Condensed text: Textinwhich the width of all charactersisnarrowed.

Conditional: A navigational structure in a multimedia application that is based on the user’sresponses or progressin
the application.

Content expert: A person who knows the subject matter of the multimedia project. The content expert is frequently
the client. Responsibilitiesinclude determining the project objectives, target audience, and user needs; providing the
content materials; providing additional resources; and providing feedback on content, design, and interactivity
developmentin relationto the subject matter.

Content inventory list: A document that identifies the required media for a multimedia project.

Content Scrambling System (CSS): A form of encryption used by the motion picture industry to protect DVDs
from digital piracy.

Contone (continuous tone): Animage made up of continuous areas of color, such as an analog photograph. See
also line art.

Control unit (CU): The set of transistors in the CPU that directs the flow of data and instructions within the
processor and electronic memory.

Convention: Standard or agreed-upon procedures.
Copyright: A formof legal protection givento creators of original works.

CPU (central processing unit): A complex set of transistors that execute programinstructions and manipulate
data.

Creative Commons: Analternative to traditional copyright practices that gives the owner a method to define how
others may use his or her works. Managed and supported by the nonprofit Creative Commons

organization: http://creativecommons.org/
Cross-platform compatibility: The ability of an application to run on different hardware and operating systems.

CRT (cathode ray tube): A monitor that displays output by scanning the back of a phosphor-coated screen with an
electronbeam.

Cycle: A series of images that can be reused to extend repetitive action in traditional animation.

D1: Original high-resolution format used in expensive cameras and editing systems for the production of broadcast-
quality TV using 19gmm tape. More recent formats for broadcast TV include D5 and D10-MPEGIMX.

DAC (digital-to-analog converter): Anelectronic device that converts a series of discrete digital values to an
analog signal.

Data: Facts that can be organized and grouped in meaningful ways.
Data bus: Electronic pathway that carries data between memory and the CPU.

Data file: Seefile.


http://creativecommons.org/

Database: A collection of integrated and related files.

Debugger: A utility to track the execution of program code and assist developers inlocating coding errors.

Decibel (dB): A measure of sound amplitude. Each 10-dBincrease roughly doubles the perceived volume of a sound.
Descender: The portionof a letter written belowthe line. Letters such as p, g, and j have descenders.

Description-based digital encoding: A method of encoding digital media that stores a digital representation of
the media element. A bitmapped image stores each picture element in the image. See also command-based digital
encoding.

Development plan: A structured procedure to create a multimedia project that includes all the steps that will lead to
successful completion of the product. Development plans address three essential tasks: definition, design, and

production.

Device driver: A program that works with the operating systemto communicate with peripheral devices. Driversare
often provided with the hardware and may also be available as downloads from the manufacturer’s website.

Device-dependent: A type of digital data in which the dimensions of output depend on the device beingused.
Bitmapped graphics are device-dependent because the dimensions of the output from a givenfile vary between devices

such as printers and monitors.

Device-independent: A type of digital data in which the dimensions of output do not depend on the device being
used. Vector graphicsfiles are device-independent.

Digital: A description of data represented in discrete units. Derived from digit, meaning finger. In computer
language, these numbers are 0 and 1, or binary digits. The opposite of analog.

Digital data: Data represented as discrete units such as numbers.

Digital encoding: The process of assigning bits to a data item.

Digital Millennium Copyright Act (DMCA): Anextensionto U.S. copyrightlawenactedin 1998. The act
responded to rights holder’s concerns about media piracy and also implemented provisions of the 1996 WIPO (World
Intellectual Property Organization) treaty that required revisions in the copyright laws of signatory nations, including
the United States.

Digital rights management (DRM): The application of digital technologies to the management of intellectual
property. DRM has centered around digital music but also applies to any controls to copy/access digital media.

Digital signal processor (DSP): A chip that convertsanalog signals into digital data and in some cases performs
adjustments to the original data before storingit in digital format.

Digital television (DTV): A standard replacing NTSC analog television. It provides movie-quality image and sound
as well as interactivity.

Digital watermark: Alterationsto a media file that encode information about the file. This information typically
includes identification of copyright ownership and is used for copyright enforcement.

Digital zoom: A technique that simulates the effect of telephoto lens on a digital camera by digitally enlarging and
croppingan image.

Digitization: The process of converting analog data to a digital format through a procedure called sampling.
Directory: A commonlabel for collections of files, often called a folderin GUI operating systems.

Dithering: The process of combining pixels of different colors to produce another color that is not available in the
current color palette.

Dot-matrix printer: An impact printer that forms characters by strikinga paper. Commonly used for multipart
forms.



Downloaded audio: Sound files transferred fromthe serverto a client computer before they start playing.

Downsampling: Reducing the sample rate (sound) or spatial resolution (images). See
also resampling and upsampling.

DPI (dots per inch): A measure of spatial resolution for printed output.

Draw program: Software to create vector graphics. The program uses mathematical formulas to define lines that can
be scaled and resized without distortion.

Dual-core processor: Central processing unit that contains two execution cores on a single integrated circuit. These
processors are better suited to multitasking computing tasks because each core can execute a separate task. The
operating system can address each core in parallel, which improves overall multitasking events. See alsomulticore.

DV (digital video): A file format for relatively high-quality digital video. DV has a screenresolution of 720 x 480
pixels and uses M-JPEG compression. Because M-JPEG does not use interframe compression, the DV format is often
preferred for digital video editing. Other formats, suchas DVD video, are more widely used for video distribution.

DVD (digital versatile disc): An optical storage standard introduced in 1997 that holds up to 17 GB of data.
Originally developed to distribute digital video, it is also used for any type of media, thus the name “versatile.” Disc
capacity isincreased due to developmentsinshorterlaser wavelength, smaller pits, denser track pitch, and more
efficient channel encoding. The disc is also manufactured with four layers of potential storage at 4.7 GB per layer.

DVD-RAM: A read/write optical disc standard for high-capacity storage of digital data on a computer. Itis
manufactured with a special phase-change substance that supports reading, writing, and erasing of data, but the
capacity isreduced to 2.6 GB. DVD-RAM discs have limited compatibility with computer drives and DVD players.

DVD-ROM: A high-capacity, read-only optical storage standard for any type of computer data. Itis equivalentin
transfer rate to an 8X CD-ROM but has seven times more capacity.

DVD-Video: A high-capacity, read-only, optical disc format for playback of movies. DVD-Video has a screen
resolutionof 720 x 480 pixels and uses the MPEG2 codec, which uses both interframe and intrafame compression.

Dye sublimation: A method for printing high-quality color using color dyes stored on a cellophane ribbon. Once
heated, the color turns to gas and diffuses on the print surface where it dries.

Dynabook: An early multimedia “personal” computer proposed by Alan Kay at Xerox PARCin the late 1960s. The
Dynabook included many features that would later be common on multimedia computers, includinga GUI, keyboard,
mouse, and painting and music composition programs.

Ease-in/Ease-out: A gradual increase or decrease in the rate of motionto simulate (and often exaggerate) the effect
of gravity or other forcesin animation.

Editable text: Computer text that canbe altered by a word processing application.
Effective code: A code that represents each desired data item with a unique combination of symbols. An effective
binary code to represent each of the 7 days of the week would use 3 bits and have 23, or eight, unique combinations of

os and 1s.

Effective procedure: A step-by-step process guaranteed to produce a particular result. Computer programs are
effective procedures. Also called an algorithm.

Efficient code: A code that represents each desired data item without wasting storage, processing, or transmission
resources.

Encoding: The process of assigning bits to a data item.

End user license agreement (EULA): A license to use the productin certain ways specified in a contract.
Commonly used in software programs and becominga common means to control the uses of digital media.

Engelbart, Douglas: A scientist at the Stanford Research Institute (SRI) where he proposed computer-human
interaction as a research project. Histeam developed hypertext, the first mouse, the GUI interface, and researched the
power of computer networks. At SRI, Engelbart was instrumental in ARPAnet, the precursor of the Internet.



ENIAC: Electronic Numerical Integrator and Computer. The first general -purpose electronic computer. Built between
1943 and 1945 for over $500,000, it was used to calculate military firing tables.

EPS (Encapsulated PostScript): A file format to deliver graphic images between software programs and computer
platforms.

Ethernet: A popular network protocol forlocal area networks first developed at Xerox PARCin1976.

Expert systems: A form of artificial intelligence (AI). Expert sy stems are software applications that utilize a
knowledge base to make decisions from “rules” stored in an “inference engine.”

Extended ASCII: Anadditionto the 7-bit ASCII standard, made by using 8 bits to generate 256 characters, thus
increasing the range of letters, symbols, diacritics, and special characters.

Extended text: Textin which the width of all charactersisincreased.

Extrusion: The process of generatinga 3-D shape by extending the lines of a 2-D object through space. For example,
a 2-D rectangle extended vertically produces a cube.

Fair use: An exceptionto copyright protection intended to support important social goals such as a free and open
press, education, research, and scholarship.

Field: In video, the partial image created by scanning every otherline of a TV screen. Two fields are combined to form
a complete video frame.

File: A container for data and programs.

File compatibility: Describes the interoperability of data and program files between operating sy stems and/or
applications.

File conversion: The process of changing a file format from one convention to another. A common example is to
converta Photoshop file format into a JPEG file format using the Save As option.

File extension: One or more letters following the filename separated by a period. The extension may designate the
programthat created the file (.psd is Photoshop) or the type of file (.html is a web page).

File format: The convention that specifies how instructions and data are encoded in a computer file. Formats are
often designated by the file extension. A .txt file stores the data in ASCII format.

File system: A method of storing and organizing files such that the operating system can locate and randomly access
the data and instructions on secondary storage devices. Common disk file systems are FAT, NTFS, and HFS Plus.

FireWire: Apple’sdesignation for the IEEE 1394 standard for a high-speed serial interface. FireWire ports support
up to 63 devicesindaisy-chainformat. Each device is hotswappable. Transmission speeds vary from 100 Mbpsto 800
Mbps depending on the version of FireWire.

Fixed form: A requirement for copyright protection. The original or creative expression must be in a formin which it
can be preserved. For example, aspeechis not in fixed form unless it is preserved in writing, on audiotape, or in
another tangible medium.

Flash drive: A storage module made of flash memory chips. This solid-state storage has no movable components, is
lightweight, and canstore gigabytes of data. It is also known as a USBdrive, thumb drive, jump drive, or pen drive.

Flash memory: Solid-state storage made of a grid of cells, each with two transistors where data is electronically
stored and erased. This nonvolatile storage is found in USB thumb drives and memory cards for digital cameras.

Flash Video: A popular Internet video standard developed by Macromedia and playable through the widely installed
Flash Player. Flashis currently supported by Adobe.

Flipbook: An early animation technique that presents individual images on a succession of pagesand “playsback”
the motion sequence by flipping the pages in rapid succession.



Flowchart: A simple box diagram to give a broad overview of amultimedia product’s content. Generally introduced
in the definition stage of a multimedia development plan.

Flowline: A graphical representation of the relationships between the components of a multimedia application used
in icon-based authoring applications. See also icon metaphor.

Font: A complete set of lettersin a specific typeface, style, and size. For example, Times, bold, 10 pointis a font.

Font technologies: Techniques for displaying text on a monitor or printer. Two basic font technologies are
bitmapped and outline fonts.

Foreground layer: In multimedia authoring, an area that holds media elements that will change frequently on
successive screens. See also background layer.

Formatting: An operating system process that prepares a disk to accept data by defining tracks, sectors, clusters, and
a file system on the disk surface.

Formula modeling: A 3-D graphicstechnique to create objects by specifying mathematical formulas that are
subsequently drawn by the computer.

Forward kinematics: A type of 3-D modeling in which objects are adjusted by the animator as collections of
separate elements. See also kinematics and inverse kinematics.

Frame (animation, film, video): The individual images that are rapidly displayed to produce the illusion of motion.

Frame (authoring application): One instance of content in a timeline-based authoringapplication. Each frame
contains all the media for a single unit of time in the animated sequence, asin frames per second.

Frame (CD storage): The basic unit of information on a CD. Frames define the physical format of data.
Frame-by-frame animation: An animation technique that requires each individual frame to be created manually.
Frame rate: The speed at which frames are displayed in animation, film, and video.

Frequency: Therate at which a sound wave completesa cycle fromlowest to highest amplitude. Different
frequencies are perceived as variations in pitch.

Frequency modulation (FM): Insynthesized sound, a method for producing audio output from a synthesizer. FM
synthesis produces different sounds by using one signal to modulate the frequency of another signal.

Functional specification: A document in a multimedia development plan that specifies the media elements and
performance of the multimedia project.

Generation decay: In analog media reproduction, the degradationin the quality of sound or video recordings as
copies are made from previous copies.

GIF (graphics interchange file): A cross-platform file format for graphics frequently used for images on the Web.
GIF images use lossless compression and are limited to 8-bit color resolution.

Gigabyte: Approximately abillion bytes. More precisely 2=, or 1,073,741,824 bytes.
Graphics tablet: An input device that facilitates freehand image creation using a flat surface and a stylus pen.

Graphics text: Letters and symbolscreated in a graphics application as an image. This method is widely used for
creating artistic logos or word images designed for visual impact.

Grayscale: A digital image composed of pixels representing white, black, and shades of gray.

GUI (graphical user interface): A method of controlling operating sy stem functions through display of intuitive
iconsthat the user manipulates using a pointing device such as a mouse or trackball. Initially suggested by Douglas
Engelbart at SRI and further developed by Xerox, the GUI was first made popular by Apple Computerin 1984 with the
introduction of the Macintosh computer.



Halftone: A print image composed of dots of black or white.
Handles: Control points on vector graphic images that can be moved to produce changesin shape.

Hard disk: Rigid platters mounted on a spindle in a sealed container. Hard-disk locations are addressed by tracks,
sectors, and cylinders.

Hard drive: A nonvolatile storage device that records datain magnetic format on rapidly rotating hard-disk platters.
First introduced by IBM in the mid-1950s, the platters were 24 inches in diameter. Since then the disks and drives
have been significantly reduced in size. Toshiba pioneered ultra-portable disk drives in the 1.8-inch form with
capacitiesover 220 GB on one platter.

Hardware interface: A connection between the circuitry of the computer systemboard and peripheral devices. USB
and FireWire are common interfaces for peripheral devices.

HDTYV (high-definition TV): A digital television standard that increases the screenresolution to produce higher-
quality images. There are two major options within HDTV: 1280 x 720 pixelsor 1920 x 1080 pixels. Seealso SDTV.

HDV (high-definition video): Digital video compression format that supports high-definition video resolutions
(10801, 1080p, or 720p).

Hertz (Hz): A unit of frequency measurement, one cycle per second. Microprocessor clock speed is measured in
cycles of gigahertz, or billions of Hertz. As it applies to sound, one hertz is one repetition of a waveforminone second
of time. Sound is sampled at kilohertz rates, or thousands of times per second.

Hi8: An analog videocassette format for NT SC television systems introduced by Sony for the camcorder industry.
Higher-grade tape and recording heads captured greater picture detail and increased screen resolutionto 400
horizontal lines. Image quality was further improved by the use of Y/Ccolor.

Hierarchical: A navigational structure that organizes the content from most general to specific.

High-level language: Programming code that is independent of a specific computer’s machine instruction set. The
programs written in these languages are more English-like and easier to code, but they must be convertedto a
machine code before they canbe executed. High-level language programs are often called source code.

Holds: In animation, a sequence of identical drawings that express a particular state or action. For example, to show
one second of surprise, a traditional animation artist will hold or repeat the facial expression for 24 frames.

HTML (HyperT ext Markup Language): A standard set of commands to define the format for text and
multimedia file display. The commands are interpreted by browser software to display the formatted document.
HTML was first developedinthe early 1990s at CERN to share research documents on a network. Soon after, it
became the language of the World Wide Web.

HyperCard: An authoringapplication developed at Apple Computer. It used a card metaphor to organize and
connect information.

Hyperlink: A connectionbetween two data items in the same document or in an external file. Popularized on the
Web where a word or image is clicked to bring up another related set of text or multimedia data.

Hypermedia: An extension of hypertext that includes interconnected media to form an organized structure of
information.

Hypertext: Anorganized structure of interconnected terms. Introduced by Theodore Nelsonin 1965, hypertext is the
foundation for hyperlinked terms on the Web.

Icon: A graphic symbol. Inoperating systems, icons, such as trash cans, folders, and drives, are the foundation of
GUIs.

Icon metaphor: In multimedia authoring, a method of organizing media and sequencing events that uses iconsto
define media and forms of interactivity. See alsoflowline.

Icon programming: A type of visual programming whereby icons are arranged in the application window and the
developer defines the parameters for the specificicon’s use.



IEEE 1394: See FireWire.

Illegal colors: In NTSCvideo, colors that cannot be properly displayed through the composite color signal of analog
TV.

Image map (3-D graphics): Photos, drawings, or other images that are transferred or “mapped” to an object surface.

Image map (navigation): In interactive navigation, a set of images used to designate navigation optionsin a
multimedia application.

Immersive multimedia: A form of multimedia that utilizes virtual reality technology to drawthe user into an
alternative world, engaging the user intellectually, emotionally, and evenviscerally.

In-between frames: A series of animated objects between a start and end key frame. Traditional animators drew
eachin-between frame in the animated sequence. Digital animation software can automatically interpolate these in-
between frames. See also key frames.

Incompatible (data formats): Encodings that work with one type of hardware or software but do not work with
others.

Information: Useful data; data interpreted and organized to produce understanding.

Inkjet printer: A nonimpact printer that spraysink onto a page oneline at a time.

Inkers: Artistsin traditional animation who apply the lines of the image to one side of a celluloid sheet.
Instruction set: A set of instructions that the processor can carry out.

Intellimedia: Multimedia applications that demonstrate aspects of intelligence as they interact with the user.
Interactive multimedia: Applications that give users control of the flow of information.

Interface port: The electronic circuit on computer systemboard that connects to peripheral devices. Serial, parallel,
FireWire, and USB are common interface ports.

Interframe compression: A form of digital video compression that eliminates some frames completely, saving only
the changes between them.

Interlacing (graphics): In web display of graphics, the technique of progressively displaying anincomplete, low-
resolutionimage that is filled in as the download continues.

Interlacing (monitor): In monitor display, the technique of generating an image by scanning alternate image lines on
successive passes.

Internet: A network of networks. First developed by ARPA in1969 to share research dataand computersacrossthe
United States, the Internet evolved into a worldwide informationresource.

Interpreter: Software that translates high-level languages into machine code by converting one line, executing that
line, then moving to the nextline in the programto repeat the process.

Intraframe compression: A form of digital video compression that reencodes information within framesbut
preserves all the individual frames of the video.

Intuitive interface: A method of interacting with the content on the screen that is immediately understood by the
user.

Inverse kinematics (IK): Ananimation technique in which the motion of one body part produces related motions
in other body parts. IK presupposes basic anatomical knowledge. See also kinematics and forward kinematics.

Iterative: Repetitive or recurrent. The multimedia development planis an iterative processin which earlier stages are
reshaped or reformulated as the development progresses.



Jaggies: The stair-step effect onthe rounded edges and diagonal lines of letters, numbers, and other images displayed
on a monitor or printer. A common method to reduce jaggies is anti-aliasing.

Jobs, Steve: (1955—2011) Cofounder and CEO of Apple Computer. In the early 1980sJobs recognized the future of
multimedia computing and incorporated the mouse, GUI, and built-in audio in the Macintosh computer.

JPEG (Joint Photographics Experts Group): A file format for photo-quality bitmapped images. JPEG provides
varying degrees of lossy compression and supports 24 -bit color. Widely used onthe Web and in digital cameras.

Justification: Adjustinglines of text to produce straight edges at the left and right margin. Often, extra space is
added between words or letters to stretch the line out evenly to the right margin.

Kay, Alan: Computer scientist who developed the concept computer called the Dynabook, which resembles today’s
laptop. He was one of the founders of object-oriented programming language and a key developer of the GUI
environment.

Kerning: Adjusting the space between specific pairs of letters. The appearance of paired letters such
as A and Whenefits from kerning because it produces a spacing that is more consistent with other letters.

Key frames: The images drawn by principal artists in traditional animation, usually the start and finish of an
animated sequence. Other artists would create the frames between these two major points. Digital applications define
the parameters and attributes of a start and end key frame. The software automatically creates subsequent frames by

interpolating changes to the image between these frames. See also in-between frames.

Kilo: 2, or 1024, i.e., approximately one thousand.

Kilobit (Kb): 2, or 1024, bits, i.e., approximately 1000 bits.

Kilobyte (KB): 2, or 1024, bytes, i.e., approximately 1000bytes.

Kinematics: The study of how the parts of bodies move in relation to each other. For example, the motion of an arm
generates related motion in the shoulder, elbow, wrist, and fingers. See also forward kinematics and inverse
kinematics.

Kiosk: A freestanding multimedia information system. Frequently hasa touch screen for user input.

LAN (local area network): A series of computers connected within an organization. The communicationlinks are
maintained by the organization.

Land: The flat surface on an optical disc that directly reflectslight to a light-sensing diode in a CD or DVD drive.

Laser (light amplification by stimulated emission of radiation): Anamplified light focused into a single
wavelength.

Laser printer: A nonimpact printer that uses copierlike technology to fuse an image to the paper.

Lathing: In 3-D graphics, the process of generating a 3-D object by rotatinga 2-D line on an axis. For example,
lathing canrotate the profile of half a bowl through 360 degreesto “sweep out” the full 3-D shape.

Layers: In graphics, the planes on which different parts of an image are drawn. Layers can be thought of as stacks of
image elements, each of which can be separately edited. Combining layers, called grouping, locks elements together,
while flattening merges layers to a single plane.

LCD (liquid crystal display): A display technology used on small portable devices, computers, and televisions.
Lightweight and requiring little power, LCDs containliquid crystal molecules that are controlled by transistors. When
the molecule is altered to let light through, a pixel of the image is displayed.

Leading: The spacing between lines of text. The term derives from the practice of adding strips of lead beneath the
charactersona printing pressto increase line height.

LED (light-emitting diode): Method of backlighting any computer display device that uses TFT technology.
Compared to LCD, the LED screenis much brighter, uses less power, and can be viewed from any angle with the row
of diodes providing the back light to the display.



Leica reel: A workingdraft of the complete animation used in filmed animation production. A leica reel includes
preliminary animated stills arranged with recorded audio. Derived from a German camera called a Leica originally
used to develop these filmed storyboards.

Line art: An image drawn only as lines without color filling or shading. Line art uses 1-bit color depth to produce just
two colors (usually black and white). See alsocontone.

Linear: A navigational structure that organizes the content for the user along a sequential path.
Lines per inch (Ipi): A measure of spatial resolution for print images.

Linescreen: The print resolution (in Ipi) used for a particular graphic. For example, newspapers use a coarser
linescreen (approximately 85 Ipi) while magazines use a finer linescreen (150 lpi or more).

Link anchor: Inhyperlinking, the point of departure leading to related media.

Link marker: The method used to identify a link anchor. Web documents often use underlined style with blue text
color as the link marker.

Lossless compression: A form of file compression that preserves all the informationin the original file.

Lossy compression: A form of file compression that does not preserve all the information in the original file.
Low-level language: A class of programming languages that are dependent on the specific computer. Programs
developed in machine code or assembly language are not portable to another computer because these are low-level
languages.

Luminance: The brightness of alight source.

Machine code: A programming language using binary digits to code commands for specific computer systems. All
software must be converted to machine code before acomputer can execute it. Often called object code.

Machine cycle: The basic steps the processor carries out for each instruction: fetch, decode, execute, and store.

Macintosh: Mac for short, the first commercially successful personal computer witha GUT interface. Introduced in
January 1984 by Apple Computer.

Macro: A set of instructions programmed into a single command to automate a given task within a specified
application, such as an Excel macro.

Magnetic storage: A technique that utilizes magnetic properties of materials to store data. The storage media may
be disk, tape, or drum. The most common are disks that are coated with an iron oxide material that holds magnetism if
exposed to a magnetic field from a read/write head. Thisresultsin nonvolatile storage for binary data.

Mainframe computer: The first electronic computers. Today’s mainframe computers process billions of
instructions, support multiuser systems, and store terabytes of data. They are used by organizations to process and
storelarge volumes of data in complex databases.

Markup language: A set of rules that define the layout, format, or structure of media within a document.

Mashup: A new digital work derived from segments of pre-existing media such as songs, images, animation, or video.
Master video: The sequence of video clips as they are being developed in the editing environment.

Matrix: In graphics, the rectangular grid of rows and columns used to store pixel descriptions for bitmapped images.

Media specialists: The members of a multimedia development team who prepare the media content such as
graphics, animation, audio, and video.

Media utilities: Programs, generally free or shareware, that support a specific functionin creating or editing media.
For example, utility programs can provide visual effects, color management, compression, image screen grab, or font

creation.



Media-specific application: Software used to create and edit a specific media type such as sound, video, or images.
Mega: 2=, or 1,048,576, i.e. approximately one million.
Megabyte (MB): 2=, or 1,048,576, bytes, approximately a million bytes.

Megapixel (MP): A measure of spatial resolution of digital imaging devices such as a scanner or camera.
Approximately one million pixels.

Memex: A theoretical information-processing machine described by Vannevar Bush. The Memex would store large
volumes of multimedia data and organize that data based on associations created by the user.

Memex II: A theoretical machine envisioned by Vannevar Bush that built on features first defined in the Memex.
Based on new technology, the Memex IT would store data on magnetic tape and combine with a digital computer to
efficiently organize the growing mass of information.

Memory card: A solid-state storage device for digital cameras, cell phones, game consoles, and portable data
storage.

Message: In synthesized sound, a MIDI command.

Metaball modeling: A 3-D modeling technique that creates objects by combining elements called blobs. Building an
object with metaballs is similar to working with lumps of clay. This technique is useful for creating objects with soft
edges.

Metafile: A file format that can encode both bitmapped and vector graphics.

Metamedium: A term Alan Kay used to describe the Dynabook. This concept computer was to embody any medium;
thus the Dynabook itself was a metamedium.

Metaphor: The use of one thing to represent or suggest another. In multimedia authoring, metaphors are often used
to relate unfamiliar content or processes to familiar objects or operations, as in the use of VCR-like controlsto play
and pause animations.

Microcode: A programming technique for implementing the instructionset of a processor.

Microcomputer: A computer based on a microprocessor and designed to support a single user. Microcomputers
appeared in the early 1970s after the introduction of the 4004, the first commercial microprocessor by Intel.

Microelectronics: Miniature integrated circuits often found on silicon chips.

Microprocessor: A single silicon chip that contains all the elements of a central processing unit. Its development in
the early 1970s by Intelled to the microcomputer revolution.

MIDI (Musical Instrument Digital Interface): A standard method of connecting and playing musical
instruments, synthesizers, and other digital devices.

Mixing: The process of combining two or more audio signals into a single sound track.

M-JPEG (Motion JPEG): Avideo codecbased on JPEG image compression. M-JPEG uses intraframe but not
interframe compression. See also Motion JPEG 2000.

Mobile computing platform: The result of the continuing miniaturization of computers and the merger of
computing and telephone technologies. Mobile computing devices include lighter personal computers, special purpose
e-readersand tablet computers, as well as smartphones networked through Wi-Fi or 3G/4Gtechnologies.

Modeler: In 3-D graphics, software that creates shapes directly rather than building them from more basic objects.
Common types of modelersinclude polygon, spline, metaball, and formula.

Modeless: Anideal computingenvironment advocated by Alan Kay where the user could switch easily fromone
mode of activity to another.



Modeling: The process of specifying the shape of objectsin 3-D graphics.
Monospaced font: A typeface that assigns the same space to all letters. Courier is a monospaced typeface.
Morphing: An animation technique that transforms one shape into another over time.

Motion capture: The animation technique of recording the motions of actual objects and mapping these motionsto
a computer-generated animated character.

Motion JPEG 2000: A variant of JPEG 2000 that uses a new form of compression (wavelet) to produce smaller files
at higher quality than the original JPEG standard. Motion JPEG 2000 can deliver mathematically lossless
compression as well as compression that is either visually lossless orlossy. Motion JPEG 2000 files use either the .mj2
or .mjp2 extensions. See also M-JPEG.

Motion tween: A digital animation procedure that interpolates the position of an object fromone location onthe
scene to another based on the position of the start and end key frames.

MP3: A lossy codec that maintains near-CD-quality sound files.

MP3 player: Originally created to store and play MP3 compressed music files, some players can also store data files.
Players may use flash memory or have minihard drivesto hold music and data.

MPEG (Motion Picture Experts Group): A codec specifically designed for video that uses both intraframe and
interframe compression to produce small files.

Multicore: CPU chip architecture that combines two or more logic cores on a single integrated circuit to execute
more tasks and improve overall system performance. Seedual-core processor.

Multifunction printer (MFP): An output device that combines printer, fax, copier, scanner, and oftena memory
cardreader in one unit. This combination of peripheral devices conserves the desk space that would be used by
multiple devices.

Multimedia: The development, integration, and delivery of any combination of text, graphics, animation, sound, or
video through a digital processing device.

Multiprocessing: Combining multiple processors to execute instructions simultaneously. The Apple G5 computer
has dual processor capability; many PCshave a math or video coprocessor.

Multitasking: A method controlled by the operating system to share the computer processor with more than one
program. Each programis allotted its own space in RAM and its own peripherals, but they share the processor
concurrently. Often called event drivenbecause processor sharingis based on events that take place in the program.

Multitimbral: Capable of playing multiple instruments at the same time. MIDI systems are multitimbral —they
simultaneously process the information for multiple instruments in different channels.

Multitouch: A method of input that allows one or multiple fingers to manipulate the interface of a digital device.

Nanotechnology: Anindustry focused on shrinking the size of microelectronic components to nanometer size. A
nanometer is one-billionth of a meter. Nanotechnology will dramatically reduce the size and increase the speed of
processors by working with components that are the size of individual atoms.

Native file format: Coding conventions used by specific applications for their data files. Forinstance, .psd is the
native file format for Photoshop.

Nelson, T ed: Early multimedia theorist who coined the term hypertextin 1963. Nelson conceived Project Xanadu, a
large information base connected by networks with a simple user interface. While Xanadu never succeeded, itis
considered the inspiration for the Web.

Network: A collection of computers connected through acommunicationlink to share hardware, data, and
applications.

Networked: A navigational structure that allows the user to freely explore content, often based on hyperlinks to
related material.



Nodes: In hypertext and hy permedia, the content items that are linked together.

Noninteractive multimedia: A form of multimedia that integrates digital media into a single application but does
not give the user control over the sequence or display of the information.

Nonprocedural programming: Method of developing software applications that makes use of preconstructed
modules to improve the overall productivity of the programming process. See also procedural programming.

Notepad: An ASCII text editor provided as a utility program in the Windows operating system.

NTSC (National Television Standards Committee): The analog TV standard developed for the United Statesin
1952.

NUI (natural user interface): Interface design strategy that allows direct input to the operating system without an
interveningtool such as a mouse or stylus pen. Multitouch screens are an example of a NUI.

NURB (Non-Uniform Rational B-spline): A technique for defining the shape ofa 3-D object. ANURB defines an
image using mathematical formulas that can be adjusted to vary its size and shape.

Object-oriented programming language (OOP): A language that uses self-contained elements (objects). Each
object holds the data and instructionsrelated to that element. Objects interact with each other by passing messages or
commands to various components. Because each object does not require recoding each time it is used, this language is
generally more efficient than traditional procedural languages.

OCR (optical character recognition): The process of converting printed text into digital files that canbe edited in
a word processing application. Requires a scanner and specialized OCR software.

Onionskinning: Ananimation technique to draw an image in reference to the previous one. Using thin paper or a
light table, the traditional animation artist could reference the precedingimages to locate and draw the current image.
Digital applications simulate onionskinning by displaying grayed-out preceding framesin the animated sequence.

Opaquers: In traditional animation, opaquers are the artists who apply the colorsto the drawn image on a celluloid
sheet.

Open Source Initiative: A standards body that promotes the collaborative development of software applications by
making the source code available to the programming community. Examples of OSI software include Mozilla Firefox,
Apache, Linux, Gimp, Blender, Drupal, and numerous other programs. Seehttp://opensource.org/.

Operating System (OS): Software that manages the user interface and computer hardware and controls program
execution.

Optical photo conductor (OPC): Thelight-sensitive coating on the surface of the drum in a laser printer.

Optical storage: A method to store binary data using laser technology. Datais represented through various
techniquesthat either reflect or absorb light emitted froma laser diode.

OS utility program: Software that provides tools to optimize the basic functions of an operating system. Disk
management tools, accessibility options, and text editors are examples of OS utilities.

Outline font: A technique for displaying text through a monitor or printer by storinga description of the letter shape.
Outline fonts such as TrueType are scaled by changing the dimensions of the basic descriptionto produce an accurate
display of the resized character.

Output resolution: The screen resolution that matches the capabilities of the output medium. A developer can
reduce the output resolution of a video window to improve the color and motion of the video as it is displayed onless

powerful computers or on lower-bandwidth networks.

Over-the-shoulder shot: An angle for shooting video that includes the subject as well as others observing the
subject.

Oversampling: In sampled sound, recording at a higher sample rate than that required to capture the desired
frequency range. Oversampling is often done to avoid sound aliasing. Once captured, oversampled sounds are often
downsampled to reduce file size.


http://opensource.org/

Overscanning: Producing a screenimage that is larger than the display device. NTSC TV uses overscanning. This
ensures that the televised image will completely fillaTV screen.

Paint program: An application used to produce bitmapped images. Paint programs can create original bitmapped
images or they can be used to edit existingimages, including digital photographs.

PAL (phase alternate line): A standard for analog television broadcast used in England and much of Europe.
Palette flashing: A brief display of inaccurate color asa computer shifts from one color palette to another.
Parallel data transmission: The simultaneous transmission of a set of bits; each bit has its own wire or path.

Parallel processing: A technique of linking multiple processorsto operate at the same time on a single task.

Parametric primitive: In 3-D graphics, a basic 3-D object (e.g., cube, pyramid, cone, sphere) that canbe scaled and
otherwise transformed by specifying parameters such as a sphere’s radius.

Parity: A technique to determine if any errorsin digital data were introduced during transmission.

Parity bit: A binary digit appended to an array of bits to make the sum an evenor odd value. Used in error-checking
schemes.

Passive matrix: A type of LCD display with fewer transistorsto control the position of the liquid crystals. Best used
for black and white displays of text.

Patent: Rights givento the creator of an original, useful invention.

Path-based animation: A digital animation procedure that interpolates the position of an objectalonga defined
path on the scene. The objectis evenly distributed along the path fromthe start key frame to the end key frame.

PDA (personal digital assistant): A small, handheld computer that embeds input and display functionsin the
systemunit for portable usage.

PDF (Portable Document Format): A cross-platformstandard developed by Adobe to preserve the original
formatting of text documents. PDF files are created using Adobe Acrobat and viewed through a free, widely distributed
reader program.

Pencil test: A stage of traditional cel animation in which a series of simple sketches are photographed and projected
to test the design of an animated sequence.

Perceptual indexing: The technique of selecting colors for an indexed color palette based on the conditions of
human perception.

Peripheral device: Any device that supports the systemunit. Generally, peripherals are external to the sy stem unit
and connected via interface ports such as USB, parallel, or FireWire ports. Common peripheral devicesinclude
keyboards, mice, and disk drives.

Persistence of vision: A physiological phenomenon whereby the retina of the human eye retains an image fora
brief moment. Animators rely on this visual memory of one image to the next to achieve the illusion of motion.

Personal computer (PC): A systemthat uses a microprocessor to provide computing for a single user. Other labels
include microcomputer, desktop computer, andlaptop computer. In popular usage, PC also designates an IBM-
compatible microcomputer using the Windows operating system.

Photo printer: A color printer especially designed to produce photos.

Pica: A standard unit of text measurement predominately found on typewriters. A picais 12 points; 6 picasequal 1
inch.

PICT: An image file format developed by Apple and widely used in Macintosh graphics applications. PICT is a
metafile format; it can store both bitmapped and vector graphics.



Pipelining: A method of increasing processor speed by processing datain a sequence of stages, each stage providing
input to the nexttask prior to the completion of the full fetch/execute cycle.

Pit: Anindentation on an optical disc that scatters reflected light, thus reducing the reflection detected by alight -
sensing diodein a CD or DVD drive.

Pitch: The psychological perception of sound frequency.
Pixel: A digital picture element.
Pixels per inch (ppi): A measure of spatial resolution for the display of computer graphics.

Platform: The combination of computer hardware and the operating system.

Player: A small program used to present media on a computer. Playersinclude general purpose programs, such as the
QuickTime player or RealPlayer, that display a category of media (graphics, audio, video) as well as specialized
programs, such as the Flash player, that present content developed through a specific authoring application.

Plug and play (PnP): A feature of modern operating systems that automatically identifies and installs peripheral
devices.

PNG (portable network graphic): A bitmapped graphics file format developed to replace GIF. PNG supports 4 8-
bit color and provideslossless compression.

Point: A measure of the size of type from the ascender to the descender of the letter. One point is approximately 1/72
ofan inch; 12 points is 1/6 of an inch.

Polygon modeling: The process of creating a 3-D graphic shape as a combination of straight line figures, usually
triangles or quadrilaterals.

Polyphonic: Capable of playing more than one note simultaneously.

Postproduction: A phase in media creation for a multimedia project where content is edited using specialized
software to achieve desired effects.

PPI: See pixels perinch.

Preemptive multitasking: The operating system controls program access to the CPU by assigning “time slices” for
eachtask in a multitasking environment. This process replaced program control of the CPU, which oftenled to system
crashes when a program would not release sufficient time slices for other running tasks.

Preliminary proposal: In multimedia development, a short description of the proposed application. The
preliminary proposalis part of the definition stage and generally includes the application’s goals, audience, projected
outcomes, and a preliminary cost estimate.

Preproduction: The step in media creation for a multimedia project that prepares media for editing, such as
scanning photos, digitizing analog sound, or capturing video footage.

Primary memory: Electronic storage locations on the systemboard directly addressed by the CPU.
Primitives: In 3-D modeling, basic 3-D shapes, such as cubes, cones, or spheres, that canbe combined to create more
complex shapes. The term has also been extended to include other basic elements of 3-D scenes, for

example, environmental primitives such as fog or fire.

Procedural programming: A method of developing software applications that divides complex tasks into routines,
subroutines, and functions, all contained in a single program environment where each step is linked to the previous
step. See also nonprocedural programming.

Production: The third stage in multimedia development, in which all remaining elements of the product are created
and integrated into the application.

Profession: An occupation that requires specialized education and training, such as a computer programmer.



Program: A setof instructions that can be carried out by the computer. Programs are written in a programming
language and converted to binary code for the computer to execute the instructions.

Program file: Contains instructions for the computer to execute. Applications such as Word and Photoshop are
program files.

Programmed animation: A computer animation technique in which motion is produced through coded
commands.

Programmer: A member of a multimedia team who uses a programming language or authoring tool to add
functionality to a project.

Programming: The process of writing instructions for a computer using a script or iconin authoring applications.
More generally refers to writing instructions using a programming language for computer execution.

Programming language: A defined system of syntax and semantics to write computer software.

Progressive download: In sound, a method of transferringa file to a client over the Internet. Asthe sound is
downloaded to the hard disk, it is buffered in main memory and begins to play. This shortens the delay from the initial
access to when the user hears the audio file.

Progressive scan: The technique of producinga screenimage by scanning eachline on each pass, rather than every
otherline as in an interlaced scan. Progressive scanning is used on computer monitors and in some HDTV formats.

Project designer: A member of a multimedia team who is responsible for the overall structure of the project’s
content as well as the look and feel of the user interface.

Project manager: The personresponsible for planning and managing all the human and technological elements of a
multimedia project, from concept to completion. The responsibilities include meeting with the content expert or client;
planning, budgeting, and preparation; managing concept design and user research;overseeingthe content, creative,
and technical development; supervising site testing, release, and evaluation; bringing the project to completion within

the time frame and budget; and trouble shooting.

Proportional font: A typeface that adjusts the width betweenlettersbased on letter shape. For example, Times New
Roman typeface allows less space for the i and more for the o shape.

Protocol: A set of rules or conventions that govern the exchange of data between computers. Common protocols
include TCP,IP,FTP, MIME, and HTTP.

Prototype: An incomplete working model of the final multimedia project. It includes some finished media and many
ofthe major functions for the operation of the application.

Psychoacoustics: The interplay between the psychological conditions of human perception and the properties of
sound. Psychoacoustics is used in developing effective sound compression strategies, such as MP3.

Public domain: The status of creative products (works of “original authorship”) that are not protected under
copyright.

Pure tones: Tones (such as the notes produced by tuning forks) that can be represented as simple waves that
regularly repeat a smooth transition from high to low pressure (a sine wave).

Quantization: The process of rounding off a sample to the closest available value in the digital code being used. May
produce distortion of the original data.

QuickTime: A cross-platform file format principally intended for dynamic data (animation, sound, and video)
developed by Apple Computer. QuickTime uses the .mov extension.

Random access: A method oflocating data or programs in which all items can be accessed in an equivalent amount
of time. The opposite of sequential access, in which the time required to access data depends on its location on the
medium. Videotape, for example, is sequential access.



Random access memory (RAM): A component of primary memory consisting of addressable storage locations for
data and instructionsin electronic format. RAM is volatile storage—when power is interrupted, all contents are cleared
frommemory.

Raster scan (monitor): The process that creates an image on a CRT by illuminating a grid of picture elements
(pixels)with an electron-scanning beam. The beam draws the display horizontally across the screen one parallel line at
atime.

Rasterize: The processof converting text orimages into a matrix of pixels, or bitmap, for display on a screen or
printed page.

Ray tracing: Advanced technique used in computer-generated graphics to create image properties that are controlled
by light sources (rays) such as shadow, color, and shading. Ray tracing requires large amounts of CPU processing time.

Read-only memory (ROM): Nonvolatile storage onthe systemboard that contains critical programs and settings
that manage the initial configuration and booting of the operating system. The contents of ROM canbe read, but not
altered or erased.

RealAudio: A streaming audio technology for the Internet from RealNetworks. Released in 1995, the .ra file format is
used by many Internet radio programs.

RealVideo: A file format for streaming video developed by RealNetworks.

Registers: High-speed electronic memory locations onthe CPU. Registers support the basic fetch/execute function of
the CPU by storing data, instructions, and addresses for immediate access by the control unit or ALU.

Remedies (copyright): A legally established sanction that applies to a violation of copyright protection.

Rendering: In 3-D graphics, animation, and video, the process through which the computer generates the finished
images as specified by the artist or editor through modeling, surface definition, and scene composition.

Resampling: The process of increasing or decreasing the number of samples described in the file. See
also downsampling and upsampling.

Resolution: The number of addressable pixels that can beilluminated in a CRT, LCD, or other display device.
Settings in the operating system can alter the resolution of a monitor from 800 x 600, for example, to 1024 x 768
pixels.

RGB: Red, green, blue color model for computer displays. Each coloris represented separately, which generates a
nearly limitless range of pure colors.

RISC (reduced instruction set computing): A processor design strategy to make the CPU more efficient by using
a smaller and simpler set of instructions and executing them faster.

RLE (run length encoding): A form of lossless compression. RLE replaces sequences of repeated data with a single
description for the length of the run. RLE is useful in images with large areas having the same color.

Rotoscoping: The process of producing traditional animation by tracing the individual frames of a film or video.
Rotoscoping can also be carried out using a digital draw or paint program.

Router: A network device to route (or transfer) data packets from one location to another along a network using IP
addressing.

RS232C: Anindustry standard for serial data communication between devices such as printers, terminals, and
modems. Often abbreviated as COM on the interface port.

RTF (rich text format): A text file format developed by Microsoft for cross-platform, cross-application
compatibility. RT Fincludes ASCII text code and additional code to define the formatting characteristics of the text.

Rule of thirds: A widely used guideline for framing a video shot by dividing the camerainto thirds both horizontally
and vertically. Designed to avoid a cramped or cropped image and to effectively suggest direction of motionin a frame.



Safe action area: The portion of a computer monitor that will be displayed on a TV screen when converted to the
NTSCformat. Thisis approximately 90% of the screen surface of the computer monitor.

Safe title area: The portion of a computer monitor that will provide adequate screen margins (top, sides, and
bottom) for text display when converted to the NTSC format. Thisis approximately 80% of the screen surface of the

computer monitor.

Sample rate: In sampled sound, the frequency with which samples of analog sound are collected. Sample rate is
measured in kHz, thousands of samples per second.

Sample resolution: The number of bits used to represent a digital sample. Generally more bits means improved
sample quality.

Sampled sound: A digital recording of previously existing analog sound waves. A sampled sound file contains digital
values for many thousands of individual amplitude samples.

Sampling: The process of measuring an analog signal and convertingit to digital code.
Sans serif: A typeface thatlacks decorative lines at the end of a letter’s stroke. Sans means without in French.

Scalable compression: A compression technique that allows the user to adjust media quality by varying the amount
or type of compression. JPEGis a popular scalable compression option.

Scanner: A peripheral input device that samples a source and produces a corresponding digital graphic. Sources can
include printed pages, artwork, photos, film, and three-dimensional objects. Scanners can be flatbed, sheet-fed, or
handheld devices.

Scene composition: One of the main stages of 3-D graphic development. Objects are arranged, backgrounds are
introduced, environmental effects are added, and lighting is established.

Scratch track: A draft of an animation’s audio track.
Screen grab: A bitmapped image created by capturing the graphics displayed on a computer monitor.

Screen resolution (analogvideo): The number of lines used to re-create an image on an analog video screen. NTSC
established the maximum resolution of 525 lines to produce each frame. PAL and SECAM use 625 lines on the screen.

Screen resolution (digital video): The number of horizontal and vertical pixels used to present the video image.
Script: A series of commands specifying the properties or behavior of an element of a multimedia application.
Scripting: A simplified form of programming provided within an applicationin order to extend its functionality.

SDTV: The standard definition for digital television broadcast that provides a screenresolution of 704 x 480 pixels
and supports either interlacing (4 801) or progressive (4 80op) scan. See also HDTV.

SECAM (séquential couleur avec mémoire): An analog television standard used in France, Russia, and some other
countries.

Secondary storage: The media that holds data and instructions outside the systemunit for long periods of time.
Early media included paper and magnetic tape. Current storage media include magnetic disks, flash media, and optical
discs.

Sector: A logical unit of data on secondary storage media. On magnetic storage media, the sectorisa pie-shaped
divisionof a track that holds a specific number of bytes.

Sequencer: In synthesized sound, a device to control the flow, or “sequencing” of MIDI data.
Serial data transmission: The transmission of data as a single stream of bits.

Serif: A typeface with a decorativeline to finish a letter’s stroke.



Server: A host computer that may distribute data, manage email, or store web pages or applications on a network.
See also client.

Session: A single recorded segment on a CD. It may consist of multiple tracks and contain multiple data types. Each
session has an index of contents. Multisession discs can record many different sessions, each with its own table of
contents.

Shader: A collection of surface characteristics and shading techniques that are applied to an object during the
rendering process. The basic surface characteristics contained in most shaders include reflectivity, color, texture, and
transparency.

Shooting on twos: A traditional animation technique to reduce the number of required images to generate motion.
Each image is filmed twice, so a series of 12 images would produce 24 frames (images) per second, the standard

playback rate of analog films.

Shooting to edit: A videographer captures source footage concentrating on a variety of sequences that will later be
trimmed, reordered, and blended to communicate a message.

Shooting to record: A videographer attempts to capture the complete video sequence in one session without
consideration of editing and reorganizing clips. Professional video projects are rarely captured in this manner.

Sine waves: A periodic wave that regularly repeats a smooth transition from high to low pressure.

Size tweening: A digital animation procedure that interpolates the size of an object over aseries of frames. The
initial size is defined in the start key frame and the resulting size is defined in the end frame.

Software: The collection of computer programs that govern the operation of a computer.

Solid-state storage: Method that uses nonvolatile, electronic flash memory to store data. Does not have movable
parts as found on hard or optical drives.

Source video: Captured clips of raw video that have been transferred from the camera to the computer’s editing
application.

Spatial resolution: The density of pixelsin a bitmapped graphic. Spatial resolution is measured in pixels per inch
(ppi).

Speech recognition: The ability of acomputer systemto process spoken commands or data. Operating system
utilities and special applications capture the spoken word, convert it to digital format, and processthe command or
data.

Speech synthesis: Anoutput process that produces spoken words from digital data. Computer synthesizers formthe
humanlike sounds based on stored recordings of words, or by storing the phonetic sounds of letters and combining

them to read back the text using a synthetic voice.

Spline modeling: In 3-D graphics, a curve-based technique for creating three-dimensional shapes.

Splitting: The editing process of dividing a digital video clip into multiple parts.

Stamping: The process of creatinga CD or DVD by pressing pits into a plastic base.

Storage capacity: A measure of the maximum amount of data a secondary memory device (such asa hard disk,
DVD, or Flash drive) can contain. Storage capacity is given in units of bytes. Most storage media can hold millions of

bytes (MB) or billions of bytes (GB). Large hard drives are capable of holding trillions, or terabytes, of digital content.

Storyboard: A series of sketches outlining screen content and action used to guide the development of film, video,
animation, or multimedia productions.

Streaming audio: A one-way audio transmission over a network. Streaming technology allows the client computer
to begin playinga sound while it is being downloaded fromthe server. Sound segments are buffered as they are
downloaded. Once played, the sound is not saved on the secondary storage of the client computer, unlike downloaded
audio that is first saved and then played.



Stretch/Squash: A traditional animator’s technique of drawing that distorts objects to simulate (and often
exaggerate) motion. A bouncing ball will begin as a circle and be squashed into an ellipse as it hits the floor.

Style: A text characteristic that defines a distinct set of characters withina typeface. Styles are readily recognized
variations in the appearance of characters that allow users to adapt the typeface to specific purposes. Bold, italic, and
underline are common styles.

Subtractive color: Color produced as a result of pigments absorbing portions of the spectrum of light, that
is, subtracting some colors and leaving others to reach the eye. Color produced in the natural world and in printing is
subtractive color. See also additive color.

Supercomputer: Designates the fastest, most powerful computer of the day. The first supercomputers were
developed by Seymour Cray. The Cray-1in1976 processed at 167 megaflops (millions of floating point operations per
second). Today’s fastest supercomputers run at speedsin the hundreds of teraflops (trillions of floating point
operations per second).

Surface definition: The stage in 3-D graphics that specifies the texturesthat are applied to the model’s surface.

S-VHS (super VHS [video home system]): Anenhanced version of VHS that provides greater screen resolution
and improved color.

S-Video (separated video): An analog video standard that uses separate signals to transmit luminance and
chrominance information. This technique, knownas Y/C, isa variant of component color that resultsin an improved
TV signal as compared to the composite signal used in NTSC transmission. See also Y/C.

SVG (scalable vector graphics): The newest of the general-purpose vector formats. SVGis a language for
describing 2-D graphics and graphical applications in XML.

Symbol: A representation of somethingelse.

Synthesis: The combination of separate elements to form a whole. Sound synthesis occurs when computer software
sends commands to generate notes from a synthesizer. Speech synthesis occurs when the computer software sends
commands to form spoken words based on written text.

Synthesized sound: Sound generated (or synthesized, “put together”) by the computer. A file for synthesized sound
contains instructions that the computer uses to produce a sound.

Synthesizer: A device that creates sounds electronically based on commands, most commonly MIDI instructions.

System board: The main circuitboard ona microcomputer. The system board provides the bottom plane of circuitry
to connect other component partsto one another. Also known as the motherboard.

System bus: The electronic pathway between the CPU and memory.

System unit: Contains the electronic componentsto process and store data. Thisincludes CPU, electronic memory,
systemboard circuitry, expansion slots, and all the interface ports on a microcomputer. Oftenis used to refer to the

“box” that contains these components and other peripheral devices.

TCP/IP (Transmission Control Protocol/Internet Protocol): A series of standards that controls data
transmission between network computers as a series of addressed data packets. The T CP standard breaks sending d ata
into packets, adds error detection, and reassembles packets at the destination host. The IP standard delivers the data
packetsto various network systems through routers that direct the packetsto the correct host computer based onan IP
address. The protocols were originally developed inthe 1970sby ARPA (Advanced Research Projects Agency) to create
a fault-tolerant network systemin the United States.

Terabyte: Approximately a trillion bytes. More precisely 2+, or 1,099,511,627,776, bytes.

Thin film transistor (TFT): Flat-panel display technology in which each pixelis controlled by one to four separate
transistors. Although expensive, T FTs provide the best resolution quality for flat-panel computer screens.

Thunderbolt: Hardware interface standard developed by Intel and introduced by Apple that combines video and
data ports for simultaneous transfer on a single bidirectional cable at 10 Gbps.



TIFF (tagged image file format): A cross-platform bitmapped format often used in scanning and for wide
distribution of images.

Time code: Invideo, arecord of the time when each frame is shot. Time code is stored on each frame in the form of
hours: minutes: seconds: frames. The time code serves as the frame’s address.

Timeline (video editing software): Place to assemble video clips that shows the duration of the video. A timeline
displays multiple tracks for both motion and audio components of the video.

Timeline metaphor: A multimedia authoring metaphor that organizes media content and interactivity as sequences
of frames. This metaphoris appropriate for dynamic media such as video or sound that change over time.

Timesharing: A method controlled by the operating system to share the computer processor with multiple users
simultaneously. Each user is given a slice of the processor’s cycle for program execution. Sometimesreferred to asa
multiuser system because more than one person is using the computer for different tasks.

Track: A path on disk storage where data is stored and accessed. Tracksona hard disk are concentric bands, while on
an optical disc the tracks forma spiral from the inside of the disc to the outside edge.

Track table of contents (TTOC): Anindex of every track and its contents on a CD disc. Single session CDs have
one TTOC, while multisession discs have a separate index for each session.

Tracking: A technique to adjust the spacing between all lettersin a text passage. Trackingis distinct from kerning,
which adjusts spacing only between specific pairs of letters.

Trails: A pattern of associations described by Vannevar Bushin his 1945 article, “As We May Think.” Trails were a
means to organize information based on associations that could then be preserved, copied, shared, modified, and
linked to other trails. This theoretical description of information associations became a reality in today’s hyperlinked

text on the WWW. See also Memex.

Transfer rate: The speed at which data moves from secondary storage into RAM or from RAM onto secondary
storage. Transfer rates are measured in bytes/second.

Transitions: Video effects used to move into or out of a clip. Cut, fades, and dissolves are common transitions
applied to video sequences.

Trimming: The process of removing unwanted frames from the beginning and/or end of a video clip.

TrueType: Outline font technology developed in 1991 by Microsoft and Apple and incorporated in all Macintosh and
PC computers. It displaced Postscript outline technology for microcomputer use.

Turing, Alan: (1912—1954) A British mathematician, logician, and computer scientist. Turing helped develop the
Colossus used to break the German Enigma code in WWII. In1936 he wrote a theoretical description of the modern
digital computerin a paper titled, “On Computable Numbers with an Application to the Entscheidungsproblem.” His
description of an effective procedure became known as a “Turing machine,” an imaginary special -purpose device to
solve a single task. See also Universal Turing machine.

Turing test: Anexercise proposed by Alan Turing to demonstrate that a computer can think. Proposedin a 1950
paper, “Computing Machinery and Intelligence,” the test consists of an interrogator communicating via teletype with a
personin one roomand with a computer in another. If the interrogator cannot determine which of his interlocutorsis
the person and which is the computer, the computer is said to be thinking.

Tween animation: A computer animation technique in which the animator creates key frames and the computer
automatically generates the tweens. See also tweens.

Tweens: Intraditional cel animation, a sequence of drawings to represent an object’s change of position between one
extreme and another extreme. Tweens were frequently drawn by apprentice animators, while the extremes were

created by accomplished artists. See also key frames.

Typeface: A family of letters that share the same design. Common categories include serif, sans serif, and script.
Typeface includes all the styles, cases, and sizes of each letter. New York, Times, and Courier are examples of
typefaces.



Underscan: The technique of producinga display image that is smaller than the screen of the display device. This
ensures that all screen content will appear on the display screen.

Unicode: A binary coding scheme using 16 bits to encode text from any alphabet system. The first 128 characters of
Unicode are identical to ASCII coded data.

Universal Turing machine: A Turing machine is a theoretical device envisioned by Alan Turingto carry out an
effective procedure. In1936, Turing demonstrated that a particular type of Turing machine, called a Universal Turing
Machine, could carry out any effective procedure. This was a theoretical model of the modern computer.

Upsampling: Adding samples to increase the spatial resolution of a bitmapped graphic file. Upsampling usually
degrades the quality of theimage. See alsodownsampling and resampling.

URL (uniform resource locator): The address scheme used in WWW protocols to hyperlink from one resource
(web page or data file) to another. The URLsyntax containsthe HT TP protocol, the host computer name, domain, and
a path to a particular resource onthe Internet, for example: http://yahoo.com/animation.html.

USB (Universal Serial Bus): An input/output bus standard published in 1996 to connect peripheral devicesto the
systemboard. USB supports 127 devices daisy -chained together to one system port. Each device is hot swappable; that

is, they can be connected and disconnected randomly without interrupting service to other devices.
USB 3: Upgradeto the USBinterface standard that delivers up to 4.8 Gbps transfer speed.

User interface (authoring application): The content of a multimedia application as the user experiencesit on the
screen. The interface should establish an appropriate tone and be intuitive, consistent, predictable, and reliable.

User interface (operating system): The software that facilitates interaction with computer programs. Early software
used a command-line interface. Current operating systems and applicationsrely ona graphical interface (GUI), ora

natural user interface (NUI) for user interactivity.

VBR (variable bit rate): An encoding technique that varies bit resolutions according to the complexity of the data
to beencoded. This maximizes quality of audio or video while minimizing overall file size.

Vector: A line defined by length, curvature, and direction.

Vector drawing: A technique for creating digital graphics that defines images as a set of drawing commands. The
commands produce lines and shapes such as circles, triangles, and quadrilaterals.

Vector graphics: Images composed of lines that are mathematically defined to form shapes such as rectangles,
circles, and polygons.

VHS (video home system): A standard for recording and playing videocassettes. VHS originally stood for vertical
helical scan, the technique used to read and record its magnetic tapes.

Video CD: A CD standard that uses MPEG1 compression to store low-resolutionvideo ona CD disc.

Video for Windows: A file format developed by Microsoft for the Windows o perating system. Video for Windows
uses the .avi (audio video interleave) extension.

Virtual memory: A method used by the operating system to extend the amount of physical memory (RAM, cache).
Virtual memory is an alternate set of memory addresses set up on a hard drive. Programs open in memory may be
allocated virtual memory addresses until the code is executed at which time it is “swapped” into main memory by the

operating system.

Virtual reality (VR): An immersive form of multimedia that simulates a real-world experience. May involve a data
glove or suit to interact with 3-D image projections.

Visual programming: A category of programming languages that provides graphic elements to build the
applicationrather than text commands. Program components such as buttons, boxes, and arrows are arranged on the

screen where properties are defined for each graphic unit of the application.

Volume: The perception of a sound’s amplitude or loudness. See also amplitude.


http://yahoo.com/animation.html

WAN (wide area network): A network that connects computers over awide geographic region. The users lease the
communicationlink froma service provider such as a telephone or cable company.

WAYV: The native digital audio file format for Windows. WAV supports 8- and 16-bit samples and rates of 11,025 to
44,100 Hz.

Wavetable synthesis: The creation of synthesized digital sound through combinations of very short samples of
naturally produced sounds.

Web-safe color palette: A set of colors selected to maximize the color compatibility of images displayed on dif ferent
web browsers and on different computer platforms.

Weight: In text, weight is the width of the lines that forma character. Wider lines produce a heavy weight similar to
bold style while narrower lines produce lighter-weight text.

‘Wi-Fi: The most popular form of wireless local networking protocol. It describes all network components based on
the 802.11 standards developed by the IEEE. The standards include 802.11a,802.11b, 802.11g, 802.11n.

Windows Media Video: Video file compression format supported by many software- and hardware-based players
as well as Windows Media Player. The video files canbe downloaded and played fromthe client computer or streamed
froma web server. Uses the .wmv file extension.

WMA (Windows Media Audio): Lossy sound compression strategy developed by Microsoft to improve onthe MP3
codec.

Word size: The group of bits that a processor can manipulate as a unit in one machine cycle.

Works for hire: In multimedia development, works produced under the specific direction of an employer and using
the employer’sresources. The copyright for works for hire generally belongs to the employer, rather than the
employee.

World Wide Web (WWW): A distributed information system developed by Tim Berners-Lee. Utilizes HT TP
protocolsto deliver informationina client/server environment.

Writer: In multimedia development, the team member who creates the written material for a project, such as the
project proposal, scripts for scenes, and help screens.

Xanadu: A proposed worldwide resource of interconnected knowledge bases defined by Theodore Nelsonin the early
1970s. The WWW embraces several principles first defined by Nelsonin the Xanadu project, most notably a nonlinear
means of accessing information.

XHTML (eXtensible Hypertext Markup Language): The current version of the codes used to define and format
the elements of a web page. Many of the basic codes, or tags, are similar to HT ML, originally used by Tim Berners-Lee

to formweb documents. XHTMLis based on XML, which provides the toolsto extend the ability of web developersto

create their own syntax for data types and complex web page formation.

XML (eXtensible Markup Language): A set of standardized tools that can be used to create new markup
languages. This open standard provides a structure for defining custom elements that fit the needs of the data to be
displayed. XHT MLis one language based on these standards.

Y/C (luminance/chrominance): A variant of component color that transmits video as separate luminance
(brightness) and chrominance (color hue) signals. See also S-Video.

Zip disk: A cartridge storage medium made popular by Iomega. Zip drives support cartridges of 100-,250-,0r750-
MB capacity.



